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Abstract

A Monte Carlo (MC) scheme for tracking filling fronts is developed. The test problem of tracking fluid injected into a thin mold is considered. The MC scheme iteratively redistributes the volume entering the mold among the cells of a spatial discretization. The transition probabilities used in the MC scheme, which determine how the fluid volume is redistributed, are derived from a discrete representation of the governing steady-state pressure equation. Analysis shows that the MC steps are equivalent to an iterative solution of the discrete equations. Further, it is shown that the MC scheme can be reconfigured into the form of a standard Lattice Boltzmann Method (LBM). Results show that the proposed MC scheme is accurate, does not require an explicit field calculation of the fluid pressure field, and, when compared with existing numerical filling algorithms, exhibits computation times over 1000 times faster.

© 2004 Elsevier Inc. All rights reserved.

1. Introduction

The need to understand systems that involve multiple scales and deforming domains tax existing computer resources and methods to the limit [1]. This situation has led to the development of new computational approaches that replace traditional discretizations of continuum descriptions (e.g., FEM) with alternative representations. So called “lattice models” are an important class of alternative methods. Broadly speaking, these models develop statistical descriptions of macroscopic processes by the use of simple relationships that propagate “particles” through a grid (lattice). Examples include Lattice Boltzmann Method (LBM) fluid flow models [2–8] and Monte Carlo (MC) heat transfer calculations [9–11]. In the LBM, the evolution of a particle velocity distribution function is determined by solving a discrete Boltzmann equation [2–5]. Appropriate macroscopic properties, that satisfy the Navier–Stokes equations, can then be derived on moment integration of the distribution function [5]. In MC heat transfer calculations...
[9–11], the probabilistic movement of the particles over the lattice is constructed to form a solution sequence for a discrete realization of the continuum heat transfer equation.

The objective of this paper is to develop a lattice method that can be applied in the solution of moving boundary problems, i.e., problems where the transient position of one or more of the domain boundaries is a priori unknown. Perhaps the best-known example of a moving boundary problem is the Stefan melting problem and both LBM [6–8] and MC [9] solutions for tracking the solid–liquid front have been presented in the literature. In this paper, a lattice scheme for tracking the movement of the fluid–air (filling) front during the potential filling of a thin mold [12–14], see Fig. 1, is developed. Under the condition that the specific heat $c \to 0$, this problem is seen as a special case of the one phase Stefan problem. The lattice scheme is developed with the concepts and approaches used in Monte Carlo heat transfer simulations [9–11] and will be referred to as the MC scheme. It is shown, however, that the discrete operations in the MC scheme can be reconfigured into a form that matches LBM calculations.

The immediate advantage in using the proposed MC scheme is that it does not require an explicit field calculation of the fluid pressure. It is shown, by performance comparison with a well known and used numerical filling algorithm [12], that this feature of the MC scheme dramatically improves efficiency (over 1000 times in some cases) without compromising the accuracy of the front tracking.

2. Governing equations

Consider an initially empty, ventilated, horizontal mold cavity. An incompressible fluid is introduced into the mold at injection points along the mold edge, with the flow rate at a given injection point $\kappa$ denoted as $Q_{\kappa}(t)$, see Fig. 1. As time progresses, assuming a no flow condition along the mold edge and conditions that will not lead to fingering, a moving sharp front will form between the entering fluid and escaping air. If the mold is thin a potential flow model is valid, i.e., at a point in the mold,

![Fig. 1. Plan view schematic of the filling of a thin mold, superimposed with an unstructured mesh.](image-url)
\[ q = -K \nabla p, \]  

(1)

where \( q \) is a volume flux, \( p \) is the gage pressure and \( K = K(x, y) \) is a fluidity. A statement of volume balance can be obtained by considering an arbitrary control area, \( A \), in the \( x-y \) plane, with closed boundary \( S \), i.e.,

\[ \frac{d}{dt} \int \phi dA = \oint K \phi \nabla p \cdot n dS + Q, \]  

(2)

where \( n \) is the outward pointing normal on \( S \), \( Q \) will only be non-zero if the point \( \kappa \) is located on the surface \( S \), and \( \phi \) is a microscopic phase marker that takes the value 1 in filled portions of the mold and the value 0 in empty potions. On noting that both \( p = 0 \) and \( \nabla p = 0 \) at points where \( \phi = 0 \), (2) can be rewritten as

\[ \frac{d}{dt} \int \phi dA = \oint K \nabla p \cdot n dS + Q. \]  

(3)

Eq. (3) is essentially an integral form of the well known Volume of Fluid (VOF) equation which has been used as the basis of many successful front tracking codes [15]. In point form (3) can be written as

\[ \nabla \cdot (K \nabla p) + Q \delta(x - x_\kappa) = 0 \]  

(4)

in the filled domain, with conditions

\[ p = 0 \text{ and } K \nabla p \cdot n = -v_n \]  

(5)

on the filling front, where \( v_n \) is the front speed in the normal direction.

With the correct definition of \( K \), the system described above can be used to model a variety of filling situations, e.g., (i) the filling of a thin polymer mold [14], (ii) the filling of a porous media [16], and (iii) the filling of an ocean basin with sediment [17]. In all these examples, the problem is to track the interface between the filled and empty regions.

Fig. 1 provides a general numerical grid that can be used to develop a discrete set of equations based on the balance in (3). The grid consists of nodes which are numbered \( i = 1, 2, \ldots, n \) and surrounding each node (see dashed lines) a control area \( A_i \). Associating each \( A_i \) with the integration domain in (3) and using suitable approximations for the fluidity and pressure gradients (e.g., standard finite element interpolations) leads to the time implicit system of discrete equations

\[ \Delta t \mathbf{A} \mathbf{p} = \mathbf{f} - \mathbf{f}^{\text{old}} - \mathbf{b}. \]  

(6)

In (6), \( \mathbf{p} \) is the vector of nodal pressures, the components \( 0 \leq f_i = \int_{A_i} \phi dA \leq A_i \) track the progress of the filling, \( b_i = \int_0^{\Delta t} Q_\kappa \delta_{ik} dx \), \( \Delta t \) is the discrete time step, and the superscript ‘old’ refers to value at the previous time step.

An important attribute of the discrete governing Eq. (6), fully discussed by Voller and Chen [13], is that predictions of the fill factor field, \( \mathbf{f} \), are independent of the time step used. Briefly, consider the filling of an initially empty mold out to time \( t = \sum_{k=1}^{n} \Delta t_k \). By summing (6) over time it is seen that the individual time step solutions of the pressure field, \( \mathbf{p}^n \) and the \( n \)th time step solution of the fill factor field \( \mathbf{f}^n \) satisfy

\[ \Delta t \mathbf{A} \mathbf{p} = \mathbf{f}^n - \mathbf{B}, \]  

(7)

where \( \mathbf{P} = \frac{1}{\Delta t} \sum \Delta t_k \mathbf{p}^k \) and the components \( B_i = \int_0^{\Delta t_k} Q_\kappa \delta_{ik} dx \); an equation identical in form to (6). Hence the nodal fill factor field resulting from a single application of (6) will be identical to the field obtained when multiple time steps (that sum to the given single time step) are used.
3. A numerical solution

A solution of the system (6) requires that

\[ p_i = 0 \] at any node, \( i \), where \( f_i < \Delta_i \),

hence the system is non-linear. This feature poses a challenge in seeking an appropriate solution. A standard, experimentally validated, and well-used solution scheme is due to Bruschke and Advani [12]. In a given time step \((t - t + \Delta t)\) this solution can be implemented in two steps. In step 1, the system

\[ A^* p = -b \] (9)

is solved. In the coefficient matrix \( A^* \), diagonal elements \( a_{ii} \) are set to a large number \((\sim 10^{20})\) if the current value of \( f_i^{\text{old}} < \Delta_i \), the remaining coefficients remain the same as those in the \( A \) of (6). In this way, provided that the current time step is small enough that no nodal volume completes filling, a solution of (9) will produce a pressure field consistent with the non-linear condition in (8). The second step of the solution accounts for the time step constraint by choosing the time step \( \Delta t^k \) such that, for the set of nodes where \( f_i^{\text{old}} < \Delta_i \), the calculation

\[ f = f^{\text{old}} + \Delta t^k A p + b, \] (10)

yields at least one node where \( f_i^{\text{old}} < \Delta \) and no nodes where \( f_i^{\text{old}} > \Delta \). In practice

1. To avoid the use of excessively small time steps the search for \( \Delta t^k \) is made over the nodes where \( f_i^{\text{old}} < f_{\text{fill}} = 0.999 \Delta_i \).

2. A Gauss–Seidel iteration scheme is used to solve (10). Convergence of this scheme is declared when successive iterations \( n \) and \( n + 1 \) satisfy

\[ \max \left[ \frac{p_i^{n+1} - p_i^n}{p_i^n} \right] < \text{tol}. \] (12)

There are alternative schemes for (6), which may be more efficient, e.g., the scheme of Voller and Peng [14] that exploits the time step independence in the equations. The Bruschke and Advani [12] scheme outlined above, however, is robust, widely used, and accurate. Hence, it makes a suitable benchmark to test the accuracy and efficiency of the proposed MC filling scheme.

4. A Monte Carlo scheme

4.1. Basic concepts in a Monte Carlo scheme

A basic MC scheme involves repeated random walks of a particle over the nodes points of a spatial discretization, e.g., the grid and nodes in Fig. 1. In a step, of a given random walk, the probability that a particle, at node \( i \), moves to the neighboring node \( j \) is given by

\[ \tau_{ij} = \frac{a_{ij}}{a_{ii}}, \] (13)

where the terms on the RHS are coefficients in a discretization of the governing equation of interest, e.g., the elements of the matrix \( A \) in (6) and (7). After repeated random walks, statistics of the combined particle paths can be used to construct an approximate solution of the discrete governing equations [9–11].
The operation of the random walk process can be improved by using the so-called “exodus” method [10,11]. In this approach, the single particle with multiple walks is supplanted by tracking the movement of a set of \(N\) particles. At each step the particles residing at a given node point are separated and redistributed among the immediate neighboring nodes according to the ratios given by \(\tau_{ij}\). A variation in the Exodus method is to replace the discrete set of \(N\) particles with a continuous volume \(V\) and then, in each MC step, split and move this volume through the grid via the probabilities \(\tau_{ij}\). In this way the field of grid nodal volume fractions at step \(k+1\), \(v^{k+1}\), can written in terms of the nodal volume fractions at the previous step

\[v^{k+1} = Tv^k, \quad (14)\]

where \(T\) is a transition matrix with elements \(\tau_{ij}\) and zero elements along the diagonal, i.e., \(\text{diag}T = 0\). Note that the replacement of the discrete particles with a continuous volume, analogous to the replacement of the Boolean particle occupation variable in a Lattice Gas Method (LGM) with the continuous particle distribution in a LBM [2,4], eliminates statistical noise in the proposed MC scheme.

4.2. Development of an MC filling scheme

In overview, the basic operation of the proposed MC filling scheme is as follows:

- The scheme is designed to locate the filling front at time \(t\).
- The scheme is initiated by placing volumes \(V_i = \int_0^\infty Q_i \, dz\) at the nodes associated with injection points. This provides an initial nodal field of volume fractions, \(v^0 = B\), see (7).
- This volume is moved around the grid according to transition probabilities \(\tau_{ij}\), derived, according to (13) from the coefficients in the matrix \(A\) of (6) and (7).
- When a volume fraction arrives at a node that is associated with an under-filled cell, i.e., \(f_i < A_i\) a portion of that volume is removed and used to update the fill fraction and thereby continue or complete the filling in that cell.
- The MC steps continue until all the initial volume has been used up in filling the cells of the grid. At this point the filled and partially cells will define the time \(t\) position of the filling front.

To determine the validity of the proposed MC scheme it is necessary to show that the above operation approaches a solution of the discrete filling Eq. (7). The sequence of operations in the proposed MC scheme can be formally written as

\[v = v^0 + v^1 + v^2 + v^3 + \cdots, \quad (15)\]

where the nodal volumes at step \(k+1\) are related to the previous step through

\[v^{k+1} = Tv^k - e^k, \quad (16)\]

the filled fraction at step \((k+1)\) is

\[f^{k+1} = \sum_{m=1}^k e^m, \quad (17)\]

and the \(i\)th element in \(e^k\) is

\[ [e^k]_i = \min ((A_i - [f^k]_i), [Tv^k]_i), \quad (18)\]

where \([Tv^k]_i\) is the \(i\)th element of the matrix vector product \(Tv^k\). Note use of (18) allows for a smooth transition as a cell completes filling. From (15) and (16), it can be shown that

\[(I - T)v = B - \sum_{m=1}^k e^m. \quad (19)\]
If enough steps of the MC are taken (19) approaches
\[(I - T)v = B - f,\] (20)
and with the construction \(v = t(-\text{diag}A)P\) (20) becomes
\[tAP = f - B.\] (21)

Eq. (21) is identical in form to discrete filling equations in (7), further, by (18), the elements of \(P\) and \(f\) satisfy the non-linear condition in (8). Hence, by the existence and uniqueness proof presented by Voller and Chen [13], the nodal fill factor field obtained from the proposed MC scheme (17) will match that obtained from a numerical solution of the discrete filling equations in (7).

4.3. The coding of the MC filling scheme

The coding of the MC scheme in (15)–(18) is established as follows:

- The cell variable in the MC is the volume of fluid in a cell and is denoted by \(F_i\).
- The MC is initiated on setting
  \[
  F_i = \int_0^t Q_e \delta_{ie} \, dx.
  \] (22)
- This volume is then iteratively redistributed according to the following rule:
  if \(F_i > A_i\) (i.e., cell \(i\) is over filled)
  set
  \[
  F_j = F_j + \tau_{ij}(F_i - A_i) \quad \forall j \in \text{neighborhood of } i
  \] (23)
  then reset
  \[
  F_i = A_i.
  \]
- The progress of the filling of the domain can be tracked by calculating the filled fraction field
  \[
  f_i = \min(A_i, F_i),
  \] (24)
at the end of each iterative sweep.
- Convergence of the MC iterations can be declared when
  \[
  \left(1 - \frac{\sum f_i}{\sum F_i}\right) < \text{TOL},
  \] (25)
where the value TOL is a specified volume error.
- On convergence the position of the fill front can be obtained on defining the nodal field \(g_i = f_i/A_i\) and interpolating for the iso-line \(g = 0.5\).
- The iterations in (23) are similar, in many respects, to a Gauss–Seidel iteration and as such the convergence can be significantly improved by an over relaxation. The MC iterations in (23) are written as
  if \(F_i > A_i\)
  set
  \[
  F_j = F_j + \omega \tau_{ij}(F_i - A_i) \quad \forall j \in \text{neighborhood of } i
  \] (26)
  then reset
  \[
  F_i = F_i - \omega (F_i - A_i),
  \]
where $1 < \omega < 2$ is a relaxation factor. Through testing it is found that a good setting for the relaxation is

$$\omega = 1 + 0.99 \frac{\sum_n f_i}{\sum_n F_i},$$  \hspace{1cm} (27)$$

a choice that keeps the relaxation small at early iterations. Use of (26) and (27) will produce rapid and accurate estimates of the fill front location provided that the value of TOL $\leq 0.005$ (i.e., the volume balance is satisfied to within 0.5%). If a larger value of TOL is used then it is possible that (26) can satisfy the convergence in (25) while field values of $F_i$ in filled cells are less than $\Delta_i$. While this has little effect on the accuracy of the fill front position prediction, the post process interpolation of the $g$ field can provide erroneous fronts behind the real filling front. Hence, to avoid any problems, in this work the MC specified in (26) and (27) will always be used with a TOL $\leq 0.005$.

The key feature in the above coding of the MC filling scheme, which distinguishes it from numerical solution approaches based explicitly on (6), is that there is no pressure field calculation.

4.4. Iterations cast in form of a lattice Boltzmann method

Before the proposed MC scheme is tested it is noted that the iterations in (23)–(25) can be written in the form of a pseudo transient calculation

$$v_k(x + c_k \Delta t, t + \Delta t) = v_k^0(x, t),$$  \hspace{1cm} (28)$$

where $v_k(x + c_k \Delta t, t + \Delta t)$ is interpreted as the volume arriving at the node located at position $x + c_k \Delta t$ that originated from the node at position $x$. The nodes are neighboring nodes connected by a single lattice link and the volume of fluid velocity along the link is $c_k = \Delta x / \Delta t$. After calculation of (28), for all directions, the current volume of fluid at the node at $x$ follows from:

$$F(x, t + \Delta t) = f(x, t) + \sum_{k=1}^{nb} v_k(x, t + \Delta t),$$  \hspace{1cm} (29)$$

where the sum is over the links to the neighboring nodes. The updated fill fraction at a node is then calculated as

$$f(x, t + \Delta t) = \min[\Delta(x), F(x, t + \Delta t)]$$  \hspace{1cm} (30)$$

and for use at the next pseudo time step the update

$$v_k^0(x, t + \Delta t) = w_k(\max[0, F(x, t + \Delta t) - 1])$$  \hspace{1cm} (31)$$

is made, where if the node at $x$ is node $i$ and the node at the end of the $k$th lattice link is $j$, the weight $w_k \equiv \tau_{ij}$, note, in this way $\sum_{k=1}^{nb} w_k = 1$. The steps, defined by the pseudo time step iteration (28)–(31) continue until the convergence criteria in (25) is satisfied.

On first sight, the solution approach given above may seem cumbersome and the introduction of an alternative notation scheme to define the volume movement on the lattice, awkward. This reconfigured scheme however, has two important attributes:

1. The scheme is suitable for implementation in a parallel architecture.
2. Under the condition of a unit collision frequency, the update in (28) matches the form of the LBM equation using the BGK approximation [4,8].

Hence, although no formal derivation has been made, it is reasonable to conclude that the operations of the proposed MC algorithm will be equivalent to an LBM calculation. One might expect, however, a slower CPU performance due to the lack of over-relaxation and the Jacobi like nature of the iterative scheme.
5. Results

5.1. Test problem

The domain of the test problem, shown in Fig. 2, is a square of area 10000 units$^2$. Fluid is injected into the domain at the points (0,0) and (0,50). Injection at the point (0,0) is at the constant rate of $Q_1 = 2$ units$^2$/time. At point (0,50), however, the flow rate increases with time according to $Q_2 = e^{t/100}$ units$^2$/time. In order to establish an “interesting” fill pattern in the test problem, unless otherwise stated, the nodal fluidities are set as

$$K(x,y) = \max[(x/y), (y/x)].$$  \hfill (32)

This choice can be used to simulate “race-tracking” a common feature of RTM molding [13]. This test problem captures all of the significant transient and spatial features of a mold filling problem.

To investigate if the design of the cell will influence the MC performance two alternate cell designs are used, Fig. 2:

1. A Control Volume Finite Difference (CVFD) grid consisting of a 10,000 square control cells each with an area $A = 1$ unit$^2$. On this grid the coefficients in $A$ and subsequently the MC probabilities $\tau_{ij}$ are obtained from a standard finite difference discretization of $\nabla \cdot (K \nabla p) = 0$.

![Fig. 2. Plan view of test geometry indicating possible MC cell designs.](image-url)
2. An unstructured Control Volume Finite Element (CVFE) grid. This grid, generated with the public domain program EasyMesh [18], contains 1932 polygon control cells. The coefficients are obtained from a control volume finite element discretization [19] of $\nabla \cdot (K \nabla p) = 0$.

Note that the grid size in the CVFE grid is about 2.5 times larger than the grid size in the CVFD grid. Hence, in addition to the effect of the grid design, the investigation of the MC performance on the two grids will also provide information on grid size dependence.

5.2. Verification

An initial verification of the MC approach involves the problem where injection is only from the point $(0,0)$ and the fluidity $K$ is set to a constant value. This problem is designed to test the basic performance of the MC. In this problem, at early times, the analytical fill front position will be a $1/4$ circle with an area $= \pi/2$. In particular, at time $t = 3927$ the $1/4$ circle will span the corner points $(0,100)$ and $(100,0)$. The MC predicted fill front at time $t = 3927$, see Fig. 3, matches the analytical position. MC predictions for both the CVFD and CVFE cells are shown in Fig. 3. The relatively smooth $1/4$ circle front confirms the basic soundness of the proposed MC and also indicates independence from cell design and grid size.

5.3. Performance

Fig. 4 shows the MC (CVFD grid) predicted movement of the fill front when both injection points are operating and the non-constant fluidity in (20) is assumed. Although the MC solution uses the numerical coefficients in its iterations, its obvious advantage over a numerical scheme is that it does not require an explicit calculation of the pressure field. This advantage equates to a significant decrease in computation time. The CPU time, on a 800 MHz Intel Pentium 3 processor, required for the predictions in Fig. 4 are

![Fig. 3. Filling front position at time $t = 3927$ for constant corner injection and fluidity.](image)
compared with the CPU requirement of the benchmark numerical solution [12] in Table 1. In order to ensure a fair comparison the numerical solution is made with the numerical convergence parameter \( \text{tol} = 10^{-5} \) in (12). The resulting volume error is then calculated and if less than 0.5% applied as the MC convergence criterion in (25). If the numerical volume error exceeded 0.5%, however, the more stringent criterion of 0.5% is applied in the MC calculations. The speed-up of the MC scheme, shown in Table 1, is quite extraordinary. At early time steps the speed-up is well over 1000 times. At later times the efficiency decreases but the speed-up over the numerical scheme is still more than two orders of magnitude. Fig. 5 compares the MC and numerical predictions for the fill front position at times \( t = 200 \) and 400. This result confirms that the speed-up in the MC solution does not come at the expense of accuracy. The small discrepancy in the fronts at \( t = 400 \) is due to the stricter volume balance tolerance (0.5%) used in the MC solution. Fig. 6 compares the MC front predictions at time \( t = 200 \) and 400 using both the square and polygon cells. This result confirms that the MC can operate successfully on an unstructured mesh of non-square cells. The result also indicates that the presented results, Figs. 4–6, are independent of grid size.

<table>
<thead>
<tr>
<th>Time</th>
<th>Fraction filled</th>
<th>MC</th>
<th>Numerical</th>
<th>MC speed up</th>
<th>Mass error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.037</td>
<td>0.28</td>
<td>367</td>
<td>1311</td>
<td>0.19</td>
</tr>
<tr>
<td>200</td>
<td>0.104</td>
<td>0.61</td>
<td>1776</td>
<td>2911</td>
<td>0.325</td>
</tr>
<tr>
<td>300</td>
<td>0.251</td>
<td>2.58</td>
<td>4822</td>
<td>1869</td>
<td>0.48</td>
</tr>
<tr>
<td>400</td>
<td>0.616</td>
<td>18.34(^a)</td>
<td>7857</td>
<td>428</td>
<td>1.5</td>
</tr>
<tr>
<td>450</td>
<td>0.98</td>
<td>83.21(^a)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^a\) Calculated with a mass error setting of 0.5%.
Front predictions obtained with the LBM realization are in agreement with those obtained with the proposed MC scheme. As expected, however, see Table 2, the CPU performance of the LBM, while still up to an order of magnitude faster than the standard scheme [12], is slower than the MC scheme. Further work
is needed to investigate if implementation on a parallel architecture and the use of over-relaxation will improve the LBM performance.

6. Conclusions

In this paper a Monte Carlo scheme for tracking the fluid–air front in the filling of a thin mold cavity has been presented. The MC scheme iteratively redistributes the volume entering the mold. The probabilities in the MC, that determine how the volume is redistributed, are based on an appropriate numerical discretization of $\nabla \cdot (K \nabla p) = 0$. Analysis shows that, with the appropriate constructions, the nodal fields generated by the MC scheme represent an iterative solution of the discrete filling equations in (7). Further, it is shown that the steps in the MC scheme can be reconfigured into the form of a standard Lattice Boltzmann Method (LBM). The performance of the MC scheme has been checked on a test problem that includes all of the significant features found in a practical case. The MC predictions of front position are in close agreement with an alternative, experimentally validated, numerical solution [12]. The advantage of the MC solution, however, is that it does not require an explicit solution of the pressure field. This feature leads to a significant saving in computational effort. When compared with standard numerical approaches the proposed MC scheme can exhibit speedups of over 1000 times without loss of accuracy.

The work here represents an initial attempt at developing MC solutions for moving boundary problem. Further work will be directed at extending the proposed MC scheme (perhaps by formalizing and exploiting its connection to LBM calculations) to deal with more general situations, including, problems with constant pressure gates, Stefan problems, problems with surface tension, problems in geo-morphology, and three-dimensional problems.
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