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Abstract

Traditionally, merger events were thought to provide the main trigger mechanism for nuclear activity in active galaxies
(AGN). However, observations have repeatedly failed to find a significant fraction of AGN hosts with a clear sign of
a recent interaction or merger event. A powerful tool for theoretically exploring this issue is given by the set of Mag-
neticum Pathfinder Simulations, which is based on a state-of-the-art TreePM-SPH implementation in P-GADGET3.
These simulations combine a large cosmological volume with reasonably high resolution providing a representative
sample of very luminous AGN. Our results indicate that the most luminous AGN are indeed preferentially driven by
merger events – in contrast to less luminous AGN. Interestingly, for AGN in the merger-dominated regime, we find
a tighter and slightly steeper correlation between AGN activity and SFRs of the host galaxies.

Magneticum Pathfinder Simulations
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2.5 Mpc

Figure 3. Shown is the 25 Mpc wide zoom onto the galaxy cluster cluster at z=0, where analogous to figure 2 all galaxies with stellar
mass larger than 1010M� are shown as white crosses, and all BHs are shown as white diamonds. The right panel visualises a further
zoom into the cluster. The region shown is 2.5 Mpc wide and correspond to roughly one third of the virial size of the cluster. In the
ray tracing visualisation, the white colours reflect the stellar component, while the light blue colours correspond to the hot phase of the
ICM. Black diamonds mark all the BHs in the simulation.

to account for massive BHs, which are radiatively ine�cient
(having low accretion rates), but which are e�cient in heat-
ing the ICM by inflating hot bubbles in correspondence of
the termination of AGN jets. The total e�ciency in the ra-
dio mode is very close to the value of 0.1 (= 0.15 � 0.2 � 4).
This is the canonical value, which Churazov et al. (2005) es-
timated to be needed to balance cooling by AGN feedback.

Note that we also, in contrast to Springel et al. (2005b),
modify the mass growth of the black hole by taking into ac-
count the feedback, e.g. �M• = (1��r)Ṁ•�t. Furthermore,
we introduced some additional, technical modifications of
the original implementation which we will now summarise:
(I) One di�erence with respect to the original implementa-
tion by Springel et al. (2005b) concerns the seeding of BH
particles. In the implementation by Springel et al. (2005b),
BH particles are seeded in a halo whenever it first reaches a
minimum (total) friends-of-friends (FoF) halo mass, where
the FoF is performed on the dark matter particles only. In
order to guarantee that BHs are seeded only in halos rep-
resenting clearly resolved galaxies, where su�cient star for-
mation took place, our implementation performs a FoF algo-
rithm on star particles, grouping them with a linking length
of 0.05 times the mean separation of the DM particles1.

In the “hr” simulation presented here, a total stel-
lar mass of roughly 1010M�/h is needed (corresponding to
a couple of hundreds of star particles) for a halo to be
seeded with a BH particle (starting with a seed mass of
3.2�105M�/h). In the “uhr” simulation we are using slightly

1 Note that this linking length is thus much smaller than that,
0.15 � 0.20, originally used, to identify virialised halos.

smaller values due to the better underlying resolution (BH
seed masses of 8 � 104M�/h in galaxies with a minimum
stellar mass of 2.5 � 109M�/h). While the BH then grows
very fast until it reaches the stellar-BH-mass relation, this
recovers the BH feedback within the galaxies which would
have been present if resolution had allowed to seed BHs ear-
lier. This also avoids to imprint any stellar-BH-mass relation
from the beginning. Finally, we choose the seeded BHs at the
position of the star particle with the largest binding energy
within the FoF group, instead of at the dark matter particle
with the maximum density, as originally implemented.

(II) In the original implementation by Springel et al.
(2005b), black holes are forced to remain within the host
galaxy by pinning them to the position of the particle found
having the minimum value of the potential among all the
particles lying within the SPH smoothing length computed
at the BH position. Within a cosmological context an aside
e�ect of this criterion is that, due to the relatively large val-
ues of SPH smoothing lengths, a BH can be removed from
the host galaxy whenever it becomes a satellite, and is spuri-
ously merged into the BH hosted by the central halo galaxy.
We have relaxed this criterion and do not apply any pinning
of the BH particles to the minimum potential within the
smoothing length.

To avoid that the BH particles are wandering away from
the centre of galaxies by numerical e�ects, we take several
measures, in addition to the original implementation of the
BH treatment: first, we enforce a more strict momentum
conservation within the implementation of gas accretion by
forcing momentum conservation for the smooth accretion
of the gas and then do not model any momentum trans-

box-length: 500 Mpc

Fig. 1: Zoom into a cosmological box of the Magneticum Pathfinder Simulations. The black diamonds mark the black holes as predicted by the simulation. We use the
cosmological parameters ⌦m = 0.272, ⌦⇤ = 0.728, ⌦b = 0.0456 and h = 0.704.

The Magneticum Pathfinder Simulations (Dolag et al. in prep.) are a set of hydrodynamic cosmological simulations,
which are performed with an updated version of the TreePM-SPH code P-GADGET3 (Springel 2005). We follow
the hydrodynamics of the gas using the smoothed particle hydrodynamics method and include sub-resolution models
for a wide range of physical processes such as star formation, isotropic thermal conduction, stellar evolution, metal
enrichment and supernova feedback as well as the treatment of black holes and their associated feedback based on
the model implemented by Springel et al. (2005).
Regarding the black hole physics we use the modifications as described by Fabjan et al. (2010) and Hirschmann et
al. (2014) and further treatment of black holes as described in detail by Hirschmann et al. (2014). In this respect,
a significant improvement of our BH model consists in not adopting any pinning of the BH particles anymore. This
allows to not only trace black holes in the central galaxies, but to also keep them in the satellite systems until they
fully merge. This way, our simulations are able to better capture the dynamics of the black holes and to more
realistically track the corresponding black hole growth, in particular in massive galaxy clusters.

www.magneticum.org

In this poster we show the results of three simulation runs: one has a resolution which is high enough to resolve the internal structure of galaxies
(68Mpc/uhr). Since the volume of (68Mpc)3 is too small to get enough luminous AGN for this study, we additionally use two simulations with a
lower resolution (’hr’), but a larger volume of (182Mpc)3 and (500Mpc)3. For the 68Mpc/uhr and the 182Mpc/hr simulation the initial particle
number is 2 · 5763, whereas it is 2 · 15843 for the 500Mpc/hr simulation. The masses of the dark matter and gas particles of the box with the
higher resolution are Mdm = 3.7 · 107M�/h and Mgas = 7.3 · 106M�/h. For the boxes with the lower resolution they are Mdm = 6.9 · 108M�/h
and Mgas = 1.4 · 108M�/h.

Merger fraction vs. Lbol

Fig. 3: Fraction of AGN triggered by mergers in bins of the bolometric AGN luminosity in the 182Mpc/hr simulation. The colours represent di↵erent redshifts and the
line-styles correspond to di↵erent merger mass ratios. For comparison with observations we show the data from Treister et al. (2013). The figure is taken from Steinborn et
al. in prep. (2015).

Simulations have the advantage that we cannot only capture one moment in time like in observations, but they provide the entire mass assembly
history of galaxies and their black holes. Hence, we can trace the AGN host galaxies back in time and use the most bound particles of the
progenitor galaxies to identify mergers. Fig. 3 shows the fraction of AGN triggered by mergers in bins of the AGN luminosity at di↵erent
redshifts (di↵erently coloured lines). We define major and minor mergers according to their stellar mass ratio M1/M2. The solid lines show the
fraction of major mergers (M1/M2 > 1 : 4), the dashed lines additionally contain minor mergers (M1/M2 > 1 : 10) and the dotted lines consider
even smaller (M1/M2 > 1 : 50) merger mass ratios (although it is questionable whether AGN activity is really caused by such very minor
mergers). The di↵erent panels show that the merger fraction strongly depends on the time delay �t between when AGN activity is recorded and
when the galaxy merger is identified. There seems to be a minimum time-step �t which is necessary to see that the merger fraction increases
with the AGN luminosity. We conclude that the majority of the most luminous AGN are triggered by mergers. At z=2 these mergers occur
around 0.5 Gyr before the luminosity peak, at z=1 and z=0 it is more than 1.0 Gyr.
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Fig. 2: Evolution of three galaxies from our 68Mpc/uhr simulation containing very luminous AGN at z = 2. The upper colour bar
illustrates the age of the stars and the lower one the gas temperature (from low to high). To demonstrate that the majority of the most
luminous AGN are triggered by mergers, we trace the galaxies back in time. The right column shows the galaxies at z = 2.0, the middle
panels are the same galaxies 0.5 Gyr back in time (z = 2.3) and the left panels show them 1.0 Gyr back in time (z = 2.8). The numbers
on the bottom right are the logarithmic bolometric AGN luminosities in erg/s estimated like in Hirschmann et al. (2014). For all of the
three examples the luminosity clearly increases between z = 2.8 and z = 2.0. In all cases there is a visual evidence for a merger. However,
these clear merger signatures are not always visible at z = 2, because the luminosity reaches its peak after the merger. The strongest
luminosity increase occurs in the third example during a major merger of two gas rich spiral galaxies.

AGN activity vs. star formation
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not su�cient for explaining any correlation between
SFR and AGN lums, see next section!.

Interestingly, the AGN with the highest Eddington-
ratios are lying exactly on the observed MS relation or even
above (having stellar masses mainly below 3e11). This might
indicate that the fact that the AGN hosts are slightly below
the MS relation is a consequence of AGN fb (or in general
gas consumption) in particular for the most luminous AGN!

SFR distributions: really needed? Maybe just show
the redshift evolution?

Redshift evolution of average sSFR’s: Radiatively in-
e�cient AGN are on average always quiescent. Luminous,
moderately luminous and radiatively e�cient AGN are for
galaxies less massive than 3e11 always star forming with ei-
ther similar or higher sSFR’s than of all galaxies. For more
massive galaxies, these AGN hosts are quiescent at z=0, but
have nevetheless higher sSFRs’ than all galaxies.

Include the redshift evolution of star-forming
fractions in the di�erent massbins.

6 THE RELATION BETWEEN SFRS AND
AGN LUMINOSITIES

BHs and galaxies are thought to be co-evolving as black hole
masses are to be tightly connected to galaxy properties and
because the cosmic evolution of SFR and BH accretion rates
trace each other over cosmic time and peak at roughly z=2.
However, is this also the case on a object-to-object basis,
i.e. are SFRs and AGN luminosities always correlated at a
given redshift?

For high AGN luminosities and high SFR, these quan-
tities are related (even if with a large scatter) otherwise
there is only a very weak relation. When additionally dis-
tinguishing between massive and low mass AGN hosts and
radiatively e�cient and ine�cient AGN we find that the re-
lation is mainly driven by black hole accretion in massive
AGN hosts with SFR ¿ 0 irrespectively of the redshift. At
z=1,2 the BHs residing in massive galaxies are radiatively
e�cient while at z=0 they are rad. ine�cient. Instead, low
mass AGN hosts or/and radiatively ine�cient (at z=1,2)
no correlation between luminosity and SFRs emerges. The
physical origin of this behaviour is not clear to me.
The common cold gas reservoir can definitely not be
the reason for the relation between SFR and Lbol,
as it is the highest in low-mass gals where almost no
correlation is visible at all. Is this a resolution e�ect
or are in low-mass systems SF and BH accretion
mainly driven by stochastic gas accretion washing
out any e�ect of mergers? Instead the correlation
between luminous AGN and SFRs in massive star-
forming galaxies could indeed be a sign for merger
triggering.

Do the low mass systems only for SF galaxies,
maybe then get a correlation?

For comparison with observations, I have selected only
star-forming galaxies to provide a fair comparison with ob-
servations.

Figure 10. Top panel : redshift evolution of the mean SFR ver-
sus the bolometric AGN luminosity (di�erent colored lines with
shaded areas). The simulation predictions are in reasonable agree-
ment with observations of Rosario+12 (colored, filled circles).
Note that we have only selected star-forming galaxies in the simu-
lations to have a fair comparison with observations. Bottom panel:
Same as in the top panel, but now averaging over bolometric lu-
minosity for a given SFR of the host galaxy. The simulations
are in reasonable agreement with the predictions by Hickox+14
(and thus, with observations by Chen+13, Symeonidis+13,...),
but produce a somewhat stronger depedence on redshift (AGN
luminosities at a given SFR are decreasing with decreasing red-
shift).

7 MAIN AGN TRIGGER MECHANISMS

Here it would be nice that we could demonstrate that lumi-
nous AGN are triggered by merger events and less luminous
AGN not necessarily. We could show some indivicual light
curves and a statistical analysis for the “merger” fraction...
Merger-triggered fraction of AGN vs AGN lum, sSFR and
stellar mass

Put here the plots from Lisa

8 THE RELATIVE GROWTH OF GALAXIES
AND THEIR BLACK HOLES

Not sure to keep this section, maybe better to skip,
otherwise it’s too much.

c� 2002 RAS, MNRAS 000, 1–15

Fig. 4: Redshift evolution of the mean SFR versus bolometric AGN luminosity (di↵erently coloured lines with shaded areas in left panel)

and of the mean AGN luminosity versus SFR (right panel) of the 500Mpc/hr simulation. We find an overall reasonably good agreement

with predictions by Hickox et al. (2014) and observations from Rosario et al. (2012), Chen et al. (2013), Ra↵erty et al. (2011) and

Symeonidis et al. (2013).

Even if globally SFR and black hole accretion rate densities are found to trace each other over cosmic time, it is
heavily debated to what extent nuclear activity and star formation are also correlated in individual galaxies. When
averaging over the AGN luminosities, our simulations always predict a relation (albeit with a large scatter) between
these quantities. Instead, due to the higher variability in AGN luminosity (Hickox et al. 2014), averaging over
the more stable SFR can wash out any relation so that SFR and nuclear activity seem to be hardly correlated, in
particular regarding moderately luminous AGN, which is in fairly good agreement with observational constraints.
Interestingly irrespective of the averaging, for the most luminous AGN the emerging relation between SFR and
nuclear activity is tighter and slightly steeper which may be related to the increasing relevance of merger events
in driving nuclear activity of these very luminous AGN. Overall, we may conclude that our simulations predict at
least for the very luminous AGN and their host galaxies a rather strong physically coupled evolution which may be
partly driven by merger events.

Outlook

Fig. 5: Observationally, a large frac-
tion of AGN was not only found in
bulge-dominated systems as traditionally as-
sumed, but also in disk-like galaxies. In our
simulation run having an increased resolu-
tion but a rather small volume, we are able
to fully capture the observed diversity of
di↵erent galaxy morphologies ranging from
early-type to late-type galaxies. The zoom-
in panels nicely illustrate that the simula-
tions can predict for example realistic spi-
ral galaxies. To obtain improved statistics
(regarding the luminous AGN), we plan to
combine the high resolution with a signifi-
cantly increased volume. Such a simulation
will particularly allow us to perform a sta-
tistical analysis of linking AGN with their
host galaxy morphologies and confronting
that with recent observational results.

BH model

BHs

accretion
feedback
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the black hole particles are wandering away from the cen-
tre of galaxies by numerical e↵ects, we firstly implemented
the conservation of momentum and centre of mass when two
black hole particles are merging. Secondly, we enforce mo-
mentum conservation for the smooth accretion of gas and
therefore do not model any momentum transfer when swal-
lowing gas. Without pinning, we have black holes not only
in central galaxies, but also keep them in satellite systems
until they fully merge. Thus, we are able to track black hole
growth much better, in particular in massive galaxy clusters
(following all the black holes in satellite galaxies).

Hirschmann et al. (2014) already presented a detailed
analysis of black hole growth in the Magneticum Pathfinder
Simulations particularly focusing on the origin of the anti-
hierarchical growth of black holes within a hierarchical struc-
ture formation scenario. Various observational trends can be
already explained using the simplified black hole model de-
scribed by Springel et al. (2005). However, implementing the
more detailed description of AGN feedback and black hole
accretion as described in section 2 leads to further improve-
ments in predicting a more realistic population of black holes
and AGN in our hydrodynamic simulations.

We performed six simulation runs with the same reso-
lution as in the large (500Mpc)3 box with an initial par-
ticle number of 2 · 15643 analysed by Hirschmann et al.
(2014). In the context of the set of Magneticum Pathfinder
Simulations from Dolag et al. (in prep.) we refer to this
resolution as hr (‘high resolution’). The particle masses
are Mdm = 6.9 · 108M�/h, Mgas = 1.4 · 108M�/h and
Mstars = 3.5 · 107M�/h and the softening length is 3.75
kpc/h for dark matter and gas and 2.0 kpc/h for stars. Black
holes are represented as collisionless sink particles. They are
seeded in galaxies with stellar masses above 2.3 · 1010M�
with an initial mass of 4.6 · 105M�.

Four of our simulations are ‘test’ runs with a smaller box
size of (68Mpc)3, which were performed to be able to test
the e↵ect of the new black hole accretion and AGN feedback
model separately. The first run adopts the ‘original’ black
hole model as described in Hirschmann et al. (2014) to which
we refer as the fiducial model. The second run adopts only
the new accretion model (NAM), the third run only adopts
the new feedback model (NFM), and finally, our fourth run
combines both new implementations (NFAM).

The other two simulations have the same resolution but
a larger box size of (182Mpc)3 to achieve a larger statistical
sample of galaxies and black holes. The first box uses the
original implementation of black hole growth and the second
box adopts the NFAM model, enabling us to statistically
see the e↵ects of the new model, in particular on the more
massive galaxy and black hole population.

As described in section 2 in detail, the NAM, NFM
and NAFM models contain improvements of the black hole
model regarding the calculation of the accretion rate and/or
the feedback energy of black holes:

(i) NAM: For the estimation of the black hole accretion
rate we use di↵erent boost factors for cold (↵ = 100) and
hot (↵ = 10) gas. For this run we use the fiducial feedback
model.

(ii) NFM: For the calculation of the energy of the AGN
feedback we consider not only radiative, but also mechan-
ical feedback. The two di↵erent feedback mechanisms have

a b �

McConnell & Ma (2013) 8.46± 0.08 1.05± 0.11 0.45
68Mpc/hr fiducial model 8.53 1.28 0.17
68Mpc/hr NFM 8.52 1.03 0.16
68Mpc/hr NAM 8.44 1.24 0.19
68Mpc/hr NFAM 8.51 1.00 0.16
182Mpc/hr fiducial model 8.46 0.93 0.15
182Mpc/hr NFAM 8.40 1.09 0.14

Table 2. Best-fit parameters and standard deviation for our runs
in comparison to the observations by McConnell & Ma (2013).
All black holes with masses smaller than 5 · 107M� have been
excluded for the fit. For the 182Mpc/hr runs we took only stellar
masses below 1012M� into account to exclude clusters.

di↵erent e�ciencies. The radiative e�ciency ✏r depends on
the black hole mass and the Eddington ratio, whereas the
outflow e�ciency ✏o depends only on the Eddington ratio.
Like in the fiducial model only a fraction ✏f of the radiation
couples to the surrounding medium. Both kinds of feedback
are implemented as thermal feedback. Hence, the total feed-
back energy is computed with equation (9). We use the old
accretion model for this simulation.

(iii) NFAM: Our final run contains both the new feedback
and the new accretion model.

The new feedback model as shown in Fig. 2 was imple-
mented into the code using equation (19) and (20). In reality
the slope � can be between 0 and 1. However, the choice of
� does not play a significant role for the simulations, as
the mechanical outflow dominates over the radiation in the
radio regime. Furthermore, the AGN luminosities are not
calculated during the simulation but only for the analysis
afterwards. Thus, we choose the fixed value of � = 0.5 for
all simulations.

For the NAM run and the two fiducial runs we use the
standard feedback model with ✏f = 0.15 and a constant ra-
diative e�ciency ✏r = 0.2 (Hirschmann et al. 2014). In the
other runs we use ✏f = 0.2. The parameters of the simula-
tions used in this work are summarized in Table 1.

Note that we identify the dark matter haloes and the
corresponding galaxies in the simulation using the friends-
of-friends and then the SUBFIND algorithm (Dolag et al.
2009, Springel et al. 2001).

4 RESULTS

4.1 Black hole growth

4.1.1 Black hole-galaxy mass scaling relations at z = 0

The upper panel in Fig. 3 shows the predictions for the
present-day M•-M⇤ relation for the 68Mpc/hr NFAM sim-
ulation. In our simulations M⇤ is the total stellar mass of
a galaxy and not only the stellar mass of the bulge, be-
cause our resolution is not high enough to resolve the inter-
nal structures of the individual galaxies. Hence, all galaxies
consist mainly of a spheroidal component. The solid black
lines in Fig. 3 indicate the observations of McConnell &
Ma (2013) and the dashed line is the fit for all black holes
in our simulations with M• > 5 · 107. This threshold is
necessary to exclude newly seeded black holes, as they are

c� 2014 RAS, MNRAS 000, 1–25
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the black hole particles are wandering away from the cen-
tre of galaxies by numerical e↵ects, we firstly implemented
the conservation of momentum and centre of mass when two
black hole particles are merging. Secondly, we enforce mo-
mentum conservation for the smooth accretion of gas and
therefore do not model any momentum transfer when swal-
lowing gas. Without pinning, we have black holes not only
in central galaxies, but also keep them in satellite systems
until they fully merge. Thus, we are able to track black hole
growth much better, in particular in massive galaxy clusters
(following all the black holes in satellite galaxies).

Hirschmann et al. (2014) already presented a detailed
analysis of black hole growth in the Magneticum Pathfinder
Simulations particularly focusing on the origin of the anti-
hierarchical growth of black holes within a hierarchical struc-
ture formation scenario. Various observational trends can be
already explained using the simplified black hole model de-
scribed by Springel et al. (2005). However, implementing the
more detailed description of AGN feedback and black hole
accretion as described in section 2 leads to further improve-
ments in predicting a more realistic population of black holes
and AGN in our hydrodynamic simulations.

We performed six simulation runs with the same reso-
lution as in the large (500Mpc)3 box with an initial par-
ticle number of 2 · 15643 analysed by Hirschmann et al.
(2014). In the context of the set of Magneticum Pathfinder
Simulations from Dolag et al. (in prep.) we refer to this
resolution as hr (‘high resolution’). The particle masses
are Mdm = 6.9 · 108M�/h, Mgas = 1.4 · 108M�/h and
Mstars = 3.5 · 107M�/h and the softening length is 3.75
kpc/h for dark matter and gas and 2.0 kpc/h for stars. Black
holes are represented as collisionless sink particles. They are
seeded in galaxies with stellar masses above 2.3 · 1010M�
with an initial mass of 4.6 · 105M�.

Four of our simulations are ‘test’ runs with a smaller box
size of (68Mpc)3, which were performed to be able to test
the e↵ect of the new black hole accretion and AGN feedback
model separately. The first run adopts the ‘original’ black
hole model as described in Hirschmann et al. (2014) to which
we refer as the fiducial model. The second run adopts only
the new accretion model (NAM), the third run only adopts
the new feedback model (NFM), and finally, our fourth run
combines both new implementations (NFAM).

The other two simulations have the same resolution but
a larger box size of (182Mpc)3 to achieve a larger statistical
sample of galaxies and black holes. The first box uses the
original implementation of black hole growth and the second
box adopts the NFAM model, enabling us to statistically
see the e↵ects of the new model, in particular on the more
massive galaxy and black hole population.

As described in section 2 in detail, the NAM, NFM
and NAFM models contain improvements of the black hole
model regarding the calculation of the accretion rate and/or
the feedback energy of black holes:

(i) NAM: For the estimation of the black hole accretion
rate we use di↵erent boost factors for cold (↵ = 100) and
hot (↵ = 10) gas. For this run we use the fiducial feedback
model.

(ii) NFM: For the calculation of the energy of the AGN
feedback we consider not only radiative, but also mechan-
ical feedback. The two di↵erent feedback mechanisms have
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McConnell & Ma (2013) 8.46± 0.08 1.05± 0.11 0.45
68Mpc/hr fiducial model 8.53 1.28 0.17
68Mpc/hr NFM 8.52 1.03 0.16
68Mpc/hr NAM 8.44 1.24 0.19
68Mpc/hr NFAM 8.51 1.00 0.16
182Mpc/hr fiducial model 8.46 0.93 0.15
182Mpc/hr NFAM 8.40 1.09 0.14

Table 2. Best-fit parameters and standard deviation for our runs
in comparison to the observations by McConnell & Ma (2013).
All black holes with masses smaller than 5 · 107M� have been
excluded for the fit. For the 182Mpc/hr runs we took only stellar
masses below 1012M� into account to exclude clusters.

di↵erent e�ciencies. The radiative e�ciency ✏r depends on
the black hole mass and the Eddington ratio, whereas the
outflow e�ciency ✏o depends only on the Eddington ratio.
Like in the fiducial model only a fraction ✏f of the radiation
couples to the surrounding medium. Both kinds of feedback
are implemented as thermal feedback. Hence, the total feed-
back energy is computed with equation (9). We use the old
accretion model for this simulation.

(iii) NFAM: Our final run contains both the new feedback
and the new accretion model.

The new feedback model as shown in Fig. 2 was imple-
mented into the code using equation (19) and (20). In reality
the slope � can be between 0 and 1. However, the choice of
� does not play a significant role for the simulations, as
the mechanical outflow dominates over the radiation in the
radio regime. Furthermore, the AGN luminosities are not
calculated during the simulation but only for the analysis
afterwards. Thus, we choose the fixed value of � = 0.5 for
all simulations.

For the NAM run and the two fiducial runs we use the
standard feedback model with ✏f = 0.15 and a constant ra-
diative e�ciency ✏r = 0.2 (Hirschmann et al. 2014). In the
other runs we use ✏f = 0.2. The parameters of the simula-
tions used in this work are summarized in Table 1.

Note that we identify the dark matter haloes and the
corresponding galaxies in the simulation using the friends-
of-friends and then the SUBFIND algorithm (Dolag et al.
2009, Springel et al. 2001).

4 RESULTS

4.1 Black hole growth

4.1.1 Black hole-galaxy mass scaling relations at z = 0

The upper panel in Fig. 3 shows the predictions for the
present-day M•-M⇤ relation for the 68Mpc/hr NFAM sim-
ulation. In our simulations M⇤ is the total stellar mass of
a galaxy and not only the stellar mass of the bulge, be-
cause our resolution is not high enough to resolve the inter-
nal structures of the individual galaxies. Hence, all galaxies
consist mainly of a spheroidal component. The solid black
lines in Fig. 3 indicate the observations of McConnell &
Ma (2013) and the dashed line is the fit for all black holes
in our simulations with M• > 5 · 107. This threshold is
necessary to exclude newly seeded black holes, as they are
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1 INTRODUCTION

We define an AGN as a BH with L

SXR

> 1043erg/s.

2 CORRELATION FUNCTIONS

The two-point correlation function measures the excess
probability above a random distribution of finding an ob-
ject in a volume element dV at a distance r from another
object (???Peebles 1980???). In observations, this is realised
by setting up a random sample. The 3D correlation function
is then the number of data-data (DD) pairs with a distance
r with respect to the number of data-random (DR) pairs.
Since the correlation function should be zero for a random
distribution, we substract one:

⇠(r) =
DD(r)

DR(r)
� 1. (1)

Since we do not have any observational e↵ects, we do not
need a random sample but can calculate the correlation func-
tion directly from the volume elements:

⇠(r) =

PN
tot

i=0

Ni(r)/Ntot

N

tot

V (r)/V
tot

� 1, (2)

where N

tot

is the total number of objects and V

tot

is the
volume of our simulation. V (r) and Ni(r) are the volume
element at a distance r and the number counts in this volume
element around the object i.

Although we can calculate 3D correlation functions for
our simulation, we cannot compare it to observations. Hence,
we calculate the so-called projected correlation function,
which is given by

w

p

(r
p

) =

Z z
max

�z
max

⇠(r
p

, z)dz, (3)

where r

p

=
p

x

2 + y

2 is the projected radius. To compute
this integral we use the same binning and maximum z as in
???Krumpe, Miyaji???, i.e. �z = 5Mpc and z

max

= 40Mpc..

? E-mail: steinborn@usm.lmu.de

2.1 1-halo and 2-halo term

???Miyaji??? showed that a correlation function can be mod-
elled in an easy way by splitting it up into a 1-halo and 2-
halo term, where the 1-halo term contains pairs which are
in the same dark matter halo and the 2-halo term the pairs
in di↵erent dark matter haloes. The two terms are defined
as

1 + ⇠ = [1 + ⇠

1h

] + [1 + ⇠

2h

], (4)

which is equivalent to

⇠ = [1 + ⇠

1h

] + ⇠

2h

. (5)

For the projected correlation function this implies that the
1-halo and 2-halo term are defined di↵erently, i.e.

w

p,1h(rp) =

Z z
max

�z
max

[1 + ⇠

1h

(r
p

, z)]dz. (6)

and

w

p,2h(rp) =

Z z
max

�z
max

⇠

2h

(r
p

, z)dz (7)
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simulations from Pelupessy et al. (2007). Here, for
the star forming particles, the accreation of the frac-
tion of the mollecular gas was evaluated seperately
without any boost factor, assuming the temperature
according to the underlying multi-phase model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Finally, in section 6, we summarize our
main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2

•⇢1
(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
s

is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
(hcsi2 + hvi2)3/2

, (2)

where h⇢i, hvi and hc
s

i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in
such simulations, the original equation (1) is multiplied by
a bost factor ↵, which in Springel et al. (2005) is set to a

value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
4⇡↵G2M2

•⇢

(c2s + v2)3/2

�
. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase,
we choose T = 5 · 105K as threshold between hot and cold
gas. In contrast to Pelupessy et al. (2007), who use
the molecular fraction of the gas for star-forming
particles from the multi-phase model (Springel &
Hernquist 2003) to account for cold gas accreation,
we assign also gas with a temperature below our
threshold in addition to the star forming gas to the
cold phase. For both gas phases the accretion rate is calcu-
lated separately according to equation 2, but with di↵erent
values for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)

where mp is the proton mass, �T the Thompson scattering
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Table 1. Overview of the two simulation runs which are analysed in this study.

Name Box size Resolution
level

Initial particle
number

m(dm) m(gas) m(stars) Softening length
(dm,gas,stars)

[Mpc/h] [M⊙/h] [M⊙/h] [M⊙/h] [kpc/h]

500Mpc/hr 352 hr 2× 1, 5643 6.9× 108 1.4× 108 3.5× 107 3.75, 3.75, 2.0
68Mpc/uhr 48 uhr 2× 5763 3.6× 107 7.3× 106 1.8× 106 1.4, 1.4, 0.7

Figure 1. Histogram of the distances of the black holes to their
halo potential minimum in the 500Mpc/hr simulation. All BHs
are maximal 2 kpc away from the potential minium which is rea-
sonable given a softening length of 5.2 kpc in this run.

cooling of hot gas and are embedded in the hot gas phase
assuming pressure equilibrium whenever gas particles
are above a given threshold density. The hot gas within
the multiphase model is heated by supernovae and can
evaporate the cold clouds. A certain fraction of massive
stars (10 per cent) is assumed to explode as supernovae
type II (SNII). The released energy by SNII (1051 erg) is
modelled to trigger galactic winds with a mass loading rate
being proportional to the star formation rate (SFR) to
obtain a resulting wind velocity of vwind = 350 km/s.

Our simulations also include a detailed model of chem-
ical evolution according to Tornatore et al. (2007). Met-
als are produced by SNII, by supernovae type Ia (SNIa)
and by intermediate and low-mass stars in the asymp-
totic giant branch (AGB). Metals and energy are released
by stars of different mass to properly account for mass-
dependent life-times (with a lifetime function according
to Padovani & Matteucci 1993), the metallicity-dependent
stellar yields by Woosley & Weaver (1995) for SNII, the
yields by van den Hoek & Groenewegen (1997) for AGB
stars and the yields by Thielemann et al. (2003) for SNIa.
Stars of different mass are initially distributed according to
a Chabrier initial mass function (IMF; Chabrier 2003).

2.2 The BH growth model

Most importantly, our simulations also include a pre-
scription for BH growth and for a feedback from active
galactic nuclei (AGN) based on the model presented in
Springel et al. (2005b) and Di Matteo et al. (2005) includ-
ing the same modifications as in the study of Fabjan et al.
(2010) and some new, minor changes for BH seeding and
BH “pinning” which are explained in later in this section.

As for star formation, the accretion onto BHs and the
associated feedback adopts a sub-resolution model. BHs are
represented by collision-less “sink particles” that can grow
in mass by accreting gas from their environments, or by
merging with other BHs.

The gas accretion rate Ṁ• is estimated by using the
Bondi-Hoyle-Lyttleton approximation (Hoyle & Lyttleton
1939; Bondi & Hoyle 1944; Bondi 1952):

Ṁ• =
4πG2M2

•αρ
(c2s + v2)3/2

, (1)

where ρ and cs are the density and the sound speed of the
surrounding (ISM) gas, respectively, v is the velocity of the
black hole relative to the surrounding gas and α is a boost
factor for the density and the sound speed which typically
is set to 100 as in most related works (unless a more de-
tailed description as introduced in Booth & Schaye (2009)
is used) and accounts for the fact that in cosmological sim-
ulations we can not resolve the intra-cluster medium (ICM)
properties within the vicinity of the BH. The BH accretion
is always limited to the Eddington rate (maximum possi-
ble accretion for balance between inwards directed grav-
itational force and outwards directed radiation pressure):
Ṁ• = min(Ṁ•, Ṁedd). Note that the detailed accretion flows
onto the BHs are unresolved, we can only capture BH growth
due to the larger scale gas distribution, which is resolved.

Once the accretion rate is computed for each black hole
particle the mass continuously grows. To model the loss of
this accreted gas from the gas particles, a stochastic criterion
is used to select the surrounding gas particles to be accreted.
Unlike in Springel et al. (2005b), in which a selected gas
particle contributes to accretion with all its mass, we include
the possibility for a gas particle to accrete only with a slice
of its mass, which corresponds to 1/4 of its original mass.
This way, each gas particle can contribute with up to four
generations of BH accretion events, thus providing a more
continuous description of the accretion process.

The total released energy Ė is related to the BH accre-
tion rate by

Ė = ϵrṀ•c
2, (2)

where ϵr is the radiative efficiency, for which we adopt a
fixed value of 0.2. Here we are using a slightly larger value
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Hernquist (2003) was implemented in the simulations from
Pelupessy et al. (2007). In their study, the molecular gas of
the star forming particles was evaluated from a multi-phase
model, in which the accretion of this cold gas was evaluated
separately without any boost factor, assuming the corre-
sponding temperature as fixed in the underlying multi-phase
model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Furthermore, we compare our results
with other cosmological simulations. Finally, in section 6, we
summarize our main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2

•⇢1
(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
s

is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
(hcsi2 + hvi2)3/2

, (2)

where h⇢i, hvi and hc
s

i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in

such simulations, the original equation (1) is multiplied by
a boost factor ↵, which in Springel et al. (2005) is set to a
value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
4⇡↵G2M2

•⇢

(c2s + v2)3/2

�
. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase, we
choose T = 5 · 105K as threshold between hot and cold gas.
In contrast to Pelupessy et al. (2007), who use the molecular
fraction of the gas for star-forming particles from the multi-
phase model (Springel & Hernquist 2003) to account for cold
gas accretion, we also assign gas with a temperature below
our threshold in addition to the star forming gas to the cold
phase. For both gas phases the accretion rate is calculated
separately according to equation 2, but with di↵erent val-
ues for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)
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model (Gaspari et al. 2013). Therefore, we distinguish between hot
and cold gas and estimate the accretion rate separately for both gas
phases. This allows us to use different boost factors for hot and cold
gas and thus, to account for both observed accretion modes.

The outline of this paper is as follows: in Section 2 we describe
our BH model. The set-up of the cosmological simulations is pre-
sented in Section 3. In Section 4, adopting different models for BH
accretion and AGN feedback, we show the results for our simula-
tions, in particular the evolution of the BH mass, the stellar mass
and the star formation rate. In Section 5, we discuss the radiative
efficiency in the radio-mode and its influence on to the AGN lumi-
nosity functions. Furthermore, we compare our results with other
cosmological simulations. Finally, in Section 6, we summarize our
main results.

2 TH E O R E T I C A L M O D E L

2.1 BH accretion

The Bondi model is commonly used in simulations to estimate the
BH accretion rate. The Bondi accretion rate ṀB (Bondi 1952; Shima
et al. 1985) is given byQ6

ṀB = 4πG2M2
•ρ∞

(v2 + c2
s )3/2

, (1)

where M• is the BH mass, ρ is the density, cs is the sound speed of
the accreted gas and v is the velocity of the gas relative to that of
the BH. Since Bondi (1952) assumed an isotropic and isothermal
sphere of gas for his estimation, it is not straightforward to adopt this
Bondi accretion model for hydrodynamic, cosmological simulations
aiming to follow a self-consistent accretion history of BHs. For the
implementations based on Springel et al. (2005), the accretion rate
of the BH is estimated by

ṀB = 4παG2M2
• ⟨ρ⟩

(⟨cs⟩2 + ⟨v⟩2)3/2
, (2)

where ⟨ρ⟩, ⟨v⟩ and ⟨cs⟩ are computed using kernel-weighted
smoothed particle hydrodynamics (SPH) estimations. Due to lim-
ited numerical resolution in such simulations, the original equa-
tion (1) is multiplied by a boost factor α, which in Springel et al.
(2005) is set to a value of α = 100. Note that the SPH estimates also
depend on the type of SPH kernel and the number of neighbours. To
make this estimation less sensitive to the actual structure of the mul-
tiphase media in the vicinity of the BH and therefore the algorithm
less dependent on resolution and on the actual choice of numerical
parameters for the kernel-weighted interpolation, Choi et al. (2012)
suggested to use a different way of building the averages:

ṀB =
〈

4παG2M2
•ρ

(c2
s + v2)3/2

〉
. (3)

Still, choosing the correct value for the boost factor α is not trivial.
Since due to the limited resolution the density in the not resolved
vicinity of BHs is large, it will be underestimated and – in turn –
the temperature (and thus the sound speed) will be overestimated.
Following this argument, Booth & Schaye (2009) parametrize α,
which is chosen to be α = 1 as long as the density is below the
critical value where one can assume the gas to be in the hot phase.
For larger densities, when gas is accreted mainly in a cold phase,
α increases with density. Alternatively, Vogelsberger et al. (2013)
have presented a recipe for modelling α based on the equilibrium
between cooling losses and AGN feedback. However, both models
do not directly account for the different accretion modes of hot

and cold gas phase, where cold gas usually is accreted in turbulent
streams, whereas hot gas indeed can be assumed to be isotropic and
isothermal.

In our model, we use a sixth-order Wendland kernel (Dehnen &
Aly 2012) with 295 neighbours, building the mean values according
to equation (2) and directly distinguishing between the accretion
of hot and cold gas. In this way, we can safely use the original
estimate of building the averages, which has the advantage to be
more sensitive to density structures close to the BH. In general, we
assume that hot gas has temperatures above T ≈ 106 K, whereas cold
gas has temperatures below T ≈ 105 K (Gaspari et al. 2013). Since
we do not account for a third warm phase, we choose T = 5 × 105 K
as threshold between hot and cold gas. In contrast to Pelupessy
et al. (2007), who use the molecular fraction of the gas for star-
forming particles from the multiphase model (Springel & Hernquist
2003) to account for cold gas accretion, we also assign gas with a
temperature below our threshold in addition to the star-forming gas
to the cold phase. For both gas phases, the accretion rate is calculated
separately according to equation (2), but with different values for α

according to the result by Gaspari et al. (2013), who argue that due
to turbulence the assumptions of the Bondi model are not fulfilled
for the cold gas. When they include cooling and turbulence in their
simulation, they find an accretion rate which is around 100 times
larger than the Bondi accretion rate. Interestingly, this is the same
value which is used as boost factor α in the original model from
Springel et al. (2005). But for adiabatic accretion, the difference,
Gaspari et al. (2013) find, is about one order of magnitude smaller.
Hence, we use α = 10 for hot gas and α = 100 for cold gas.

Furthermore, the BH accretion rate Ṁ• is limited to the Eddington
accretion rate

ṀEdd = 4πGM•mp

ηEddσTc
, (4)

where mp is the proton mass, σ T the Thompson scattering cross-
section and ηEdd the feedback efficiency if the BH would accrete
with ṀEdd. Then the accretion rate is given by

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads to a faster
BH growth in the quasar-mode, because when calculating the mean
value of the sound speed ⟨cs⟩ and the gas velocity ⟨v⟩ only for cold
gas, the accretion rate estimated with equation (2) is higher than
calculating the mean values of both cold and hot gas together. This
solves the well-known problem of too low gas accretion, which
was addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al. 2012),
which is not needed in our simulations.

2.2 AGN feedback

In the commonly used BH model by Springel et al. (2005), the
feedback energy per unit time is calculated as

Ė = ϵfϵrṀ•c
2, (6)

where ϵf is the efficiency with which the energy radiated from the
BH is coupled to the ISM (Springel et al. 2005; Booth & Schaye
2009) and ϵr is the radiative efficiency.

The original model as used in Hirschmann et al. (2014) is sim-
plified, since it uses a constant radiative efficiency and thus does
not allow for a smooth transition between quasar- and radio-mode.
Furthermore, it neglects mechanical feedback, which was already
implemented in other simulations as AGN-driven winds (i.e. Choi
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s

i
and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as

Ė = ✏f✏rṀ•c
2, (6)

where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
radiation components:

Ṁ•

ṀEdd

=
Po

LEdd
+

L
LEdd

, (10)

Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate

ṀEdd =
LEdd

⌘Eddc2
(11)

depends on the total e�ciency

⌘ := ✏o + ✏r. (12)

This model is shown as solid lines (blue corresponds to
mechanical outflow and red to radiation) in Fig. 1, which
were adopted from Churazov et al. (2005). For the outflow-
dominated regime they assume

L
LEdd

= 10 ·
✓

Ṁ•

ṀEdd

◆2

(13)

as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
with the Eddington ratio:

Po

LEdd
= 10�4 ·

✓
Ṁ•

ṀEdd

◆�1.8431

. (14)

This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
Ṁ

Edd

= 0.05

as the threshold between radio and quasar mode. The value
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
the Eddington accretion rate

Ṁ
Edd

=
4⇡GM

bh

m
p

⌘
Edd

�
T

c
, (3)

where m
p

is the proton mass, �
T

the Thompson scattering
cross section and ⌘

Edd

the feedback e�ciency if the black
hole would accrete with Ṁ

Edd

. Then the accretion rate is

Ṁ = min(Ṁ
B,hot

+ Ṁ
B,cold

, Ṁ
Edd

). (4)

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005) the feedback energy per time is calculated as

Ė = ✏
f

✏
r

Ṁc2, (5)

where ✏
f

is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ

Edd

and is get-
ting very low above ⇠ 0.1Ṁ

Edd

. Its power is the gas heating
power

P
o

= ✏
o

Ṁc2, (6)

where ✏
o

is the outflow e�ciency.

ii) Radiation: The radiation dominates near the Eddington
limit and has the luminosity

L = ✏
r

Ṁc2. (7)

The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.

of P
o

and the fraction ✏
f

of the luminosity:

Ė = (✏
o

+ ✏
f

✏
r

)Ṁc2. (8)

The accreted matter splits up into outflow and radiation:

Ṁ

Ṁ
Edd

=
P
o

L
Edd

+
L

L
Edd

, (9)

where the Eddington accretion rate

Ṁ
Edd

=
L

Edd

⌘
Edd

c2
(10)

depends on the total e�ciency

⌘ := ✏
o

+ ✏
r

. (11)

Churazov et al. (2005) scetched this in a diagram of the
power over the accretion rate. This is shown by the lines in
Figure 1. For the outflow dominated regime they assume

L

L
Edd

= 10 ·
✓

Ṁ

Ṁ
Edd

◆
2

(12)

as a lower limit for the radiation, which is a consequence of
advection dominated accretion flows (Narayan & Yi 1995).
In the radiation dominated regime the outflow decreases
with the Eddington ratio:

P
o

L
Edd

= 10�4 ·
✓

Ṁ

Ṁ
Edd

◆�1.8431

. (13)

This guarantees that the minimum value for the outflow ef-
ficiency is ✏

o

= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s

i
and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as

Ė = ✏f✏rṀ•c
2, (6)

where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
radiation components:

Ṁ•

ṀEdd

=
Po

LEdd
+

L
LEdd

, (10)

Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate

ṀEdd =
LEdd

⌘Eddc2
(11)

depends on the total e�ciency

⌘ := ✏o + ✏r. (12)

This model is shown as solid lines (blue corresponds to
mechanical outflow and red to radiation) in Fig. 1, which
were adopted from Churazov et al. (2005). For the outflow-
dominated regime they assume

L
LEdd

= 10 ·
✓

Ṁ•

ṀEdd

◆2

(13)

as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
with the Eddington ratio:

Po

LEdd
= 10�4 ·

✓
Ṁ•

ṀEdd

◆�1.8431

. (14)

This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
Ṁ

Edd

= 0.05

as the threshold between radio and quasar mode. The value
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Abstract

Traditionally, merger events were thought to provide the main trigger mechanism for nuclear activity in active galaxies
(AGN). However, observations have repeatedly failed to find a significant fraction of AGN hosts with a clear sign of
a recent interaction or merger event. A powerful tool for theoretically exploring this issue is given by the set of Mag-
neticum Pathfinder Simulations, which is based on a state-of-the-art TreePM-SPH implementation in P-GADGET3.
These simulations combine a large cosmological volume with reasonably high resolution providing a representative
sample of very luminous AGN. Our results indicate that the most luminous AGN are indeed preferentially driven by
merger events – in contrast to less luminous AGN. Interestingly, for AGN in the merger-dominated regime, we find
a tighter and slightly steeper correlation between AGN activity and SFRs of the host galaxies.

Magneticum Pathfinder Simulations
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2.5 Mpc

Figure 3. Shown is the 25 Mpc wide zoom onto the galaxy cluster cluster at z=0, where analogous to figure 2 all galaxies with stellar
mass larger than 1010M� are shown as white crosses, and all BHs are shown as white diamonds. The right panel visualises a further
zoom into the cluster. The region shown is 2.5 Mpc wide and correspond to roughly one third of the virial size of the cluster. In the
ray tracing visualisation, the white colours reflect the stellar component, while the light blue colours correspond to the hot phase of the
ICM. Black diamonds mark all the BHs in the simulation.

to account for massive BHs, which are radiatively ine�cient
(having low accretion rates), but which are e�cient in heat-
ing the ICM by inflating hot bubbles in correspondence of
the termination of AGN jets. The total e�ciency in the ra-
dio mode is very close to the value of 0.1 (= 0.15 � 0.2 � 4).
This is the canonical value, which Churazov et al. (2005) es-
timated to be needed to balance cooling by AGN feedback.

Note that we also, in contrast to Springel et al. (2005b),
modify the mass growth of the black hole by taking into ac-
count the feedback, e.g. �M• = (1��r)Ṁ•�t. Furthermore,
we introduced some additional, technical modifications of
the original implementation which we will now summarise:
(I) One di�erence with respect to the original implementa-
tion by Springel et al. (2005b) concerns the seeding of BH
particles. In the implementation by Springel et al. (2005b),
BH particles are seeded in a halo whenever it first reaches a
minimum (total) friends-of-friends (FoF) halo mass, where
the FoF is performed on the dark matter particles only. In
order to guarantee that BHs are seeded only in halos rep-
resenting clearly resolved galaxies, where su�cient star for-
mation took place, our implementation performs a FoF algo-
rithm on star particles, grouping them with a linking length
of 0.05 times the mean separation of the DM particles1.

In the “hr” simulation presented here, a total stel-
lar mass of roughly 1010M�/h is needed (corresponding to
a couple of hundreds of star particles) for a halo to be
seeded with a BH particle (starting with a seed mass of
3.2�105M�/h). In the “uhr” simulation we are using slightly

1 Note that this linking length is thus much smaller than that,
0.15 � 0.20, originally used, to identify virialised halos.

smaller values due to the better underlying resolution (BH
seed masses of 8 � 104M�/h in galaxies with a minimum
stellar mass of 2.5 � 109M�/h). While the BH then grows
very fast until it reaches the stellar-BH-mass relation, this
recovers the BH feedback within the galaxies which would
have been present if resolution had allowed to seed BHs ear-
lier. This also avoids to imprint any stellar-BH-mass relation
from the beginning. Finally, we choose the seeded BHs at the
position of the star particle with the largest binding energy
within the FoF group, instead of at the dark matter particle
with the maximum density, as originally implemented.

(II) In the original implementation by Springel et al.
(2005b), black holes are forced to remain within the host
galaxy by pinning them to the position of the particle found
having the minimum value of the potential among all the
particles lying within the SPH smoothing length computed
at the BH position. Within a cosmological context an aside
e�ect of this criterion is that, due to the relatively large val-
ues of SPH smoothing lengths, a BH can be removed from
the host galaxy whenever it becomes a satellite, and is spuri-
ously merged into the BH hosted by the central halo galaxy.
We have relaxed this criterion and do not apply any pinning
of the BH particles to the minimum potential within the
smoothing length.

To avoid that the BH particles are wandering away from
the centre of galaxies by numerical e�ects, we take several
measures, in addition to the original implementation of the
BH treatment: first, we enforce a more strict momentum
conservation within the implementation of gas accretion by
forcing momentum conservation for the smooth accretion
of the gas and then do not model any momentum trans-

box-length: 500 Mpc

Fig. 1: Zoom into a cosmological box of the Magneticum Pathfinder Simulations. The black diamonds mark the black holes as predicted by the simulation. We use the
cosmological parameters ⌦m = 0.272, ⌦⇤ = 0.728, ⌦b = 0.0456 and h = 0.704.

The Magneticum Pathfinder Simulations (Dolag et al. in prep.) are a set of hydrodynamic cosmological simulations,
which are performed with an updated version of the TreePM-SPH code P-GADGET3 (Springel 2005). We follow
the hydrodynamics of the gas using the smoothed particle hydrodynamics method and include sub-resolution models
for a wide range of physical processes such as star formation, isotropic thermal conduction, stellar evolution, metal
enrichment and supernova feedback as well as the treatment of black holes and their associated feedback based on
the model implemented by Springel et al. (2005).
Regarding the black hole physics we use the modifications as described by Fabjan et al. (2010) and Hirschmann et
al. (2014) and further treatment of black holes as described in detail by Hirschmann et al. (2014). In this respect,
a significant improvement of our BH model consists in not adopting any pinning of the BH particles anymore. This
allows to not only trace black holes in the central galaxies, but to also keep them in the satellite systems until they
fully merge. This way, our simulations are able to better capture the dynamics of the black holes and to more
realistically track the corresponding black hole growth, in particular in massive galaxy clusters.

www.magneticum.org

In this poster we show the results of three simulation runs: one has a resolution which is high enough to resolve the internal structure of galaxies
(68Mpc/uhr). Since the volume of (68Mpc)3 is too small to get enough luminous AGN for this study, we additionally use two simulations with a
lower resolution (’hr’), but a larger volume of (182Mpc)3 and (500Mpc)3. For the 68Mpc/uhr and the 182Mpc/hr simulation the initial particle
number is 2 · 5763, whereas it is 2 · 15843 for the 500Mpc/hr simulation. The masses of the dark matter and gas particles of the box with the
higher resolution are Mdm = 3.7 · 107M�/h and Mgas = 7.3 · 106M�/h. For the boxes with the lower resolution they are Mdm = 6.9 · 108M�/h
and Mgas = 1.4 · 108M�/h.

Merger fraction vs. Lbol

Fig. 3: Fraction of AGN triggered by mergers in bins of the bolometric AGN luminosity in the 182Mpc/hr simulation. The colours represent di↵erent redshifts and the
line-styles correspond to di↵erent merger mass ratios. For comparison with observations we show the data from Treister et al. (2013). The figure is taken from Steinborn et
al. in prep. (2015).

Simulations have the advantage that we cannot only capture one moment in time like in observations, but they provide the entire mass assembly
history of galaxies and their black holes. Hence, we can trace the AGN host galaxies back in time and use the most bound particles of the
progenitor galaxies to identify mergers. Fig. 3 shows the fraction of AGN triggered by mergers in bins of the AGN luminosity at di↵erent
redshifts (di↵erently coloured lines). We define major and minor mergers according to their stellar mass ratio M1/M2. The solid lines show the
fraction of major mergers (M1/M2 > 1 : 4), the dashed lines additionally contain minor mergers (M1/M2 > 1 : 10) and the dotted lines consider
even smaller (M1/M2 > 1 : 50) merger mass ratios (although it is questionable whether AGN activity is really caused by such very minor
mergers). The di↵erent panels show that the merger fraction strongly depends on the time delay �t between when AGN activity is recorded and
when the galaxy merger is identified. There seems to be a minimum time-step �t which is necessary to see that the merger fraction increases
with the AGN luminosity. We conclude that the majority of the most luminous AGN are triggered by mergers. At z=2 these mergers occur
around 0.5 Gyr before the luminosity peak, at z=1 and z=0 it is more than 1.0 Gyr.
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Fig. 2: Evolution of three galaxies from our 68Mpc/uhr simulation containing very luminous AGN at z = 2. The upper colour bar
illustrates the age of the stars and the lower one the gas temperature (from low to high). To demonstrate that the majority of the most
luminous AGN are triggered by mergers, we trace the galaxies back in time. The right column shows the galaxies at z = 2.0, the middle
panels are the same galaxies 0.5 Gyr back in time (z = 2.3) and the left panels show them 1.0 Gyr back in time (z = 2.8). The numbers
on the bottom right are the logarithmic bolometric AGN luminosities in erg/s estimated like in Hirschmann et al. (2014). For all of the
three examples the luminosity clearly increases between z = 2.8 and z = 2.0. In all cases there is a visual evidence for a merger. However,
these clear merger signatures are not always visible at z = 2, because the luminosity reaches its peak after the merger. The strongest
luminosity increase occurs in the third example during a major merger of two gas rich spiral galaxies.

AGN activity vs. star formation
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not su�cient for explaining any correlation between
SFR and AGN lums, see next section!.

Interestingly, the AGN with the highest Eddington-
ratios are lying exactly on the observed MS relation or even
above (having stellar masses mainly below 3e11). This might
indicate that the fact that the AGN hosts are slightly below
the MS relation is a consequence of AGN fb (or in general
gas consumption) in particular for the most luminous AGN!

SFR distributions: really needed? Maybe just show
the redshift evolution?

Redshift evolution of average sSFR’s: Radiatively in-
e�cient AGN are on average always quiescent. Luminous,
moderately luminous and radiatively e�cient AGN are for
galaxies less massive than 3e11 always star forming with ei-
ther similar or higher sSFR’s than of all galaxies. For more
massive galaxies, these AGN hosts are quiescent at z=0, but
have nevetheless higher sSFRs’ than all galaxies.

Include the redshift evolution of star-forming
fractions in the di�erent massbins.

6 THE RELATION BETWEEN SFRS AND
AGN LUMINOSITIES

BHs and galaxies are thought to be co-evolving as black hole
masses are to be tightly connected to galaxy properties and
because the cosmic evolution of SFR and BH accretion rates
trace each other over cosmic time and peak at roughly z=2.
However, is this also the case on a object-to-object basis,
i.e. are SFRs and AGN luminosities always correlated at a
given redshift?

For high AGN luminosities and high SFR, these quan-
tities are related (even if with a large scatter) otherwise
there is only a very weak relation. When additionally dis-
tinguishing between massive and low mass AGN hosts and
radiatively e�cient and ine�cient AGN we find that the re-
lation is mainly driven by black hole accretion in massive
AGN hosts with SFR ¿ 0 irrespectively of the redshift. At
z=1,2 the BHs residing in massive galaxies are radiatively
e�cient while at z=0 they are rad. ine�cient. Instead, low
mass AGN hosts or/and radiatively ine�cient (at z=1,2)
no correlation between luminosity and SFRs emerges. The
physical origin of this behaviour is not clear to me.
The common cold gas reservoir can definitely not be
the reason for the relation between SFR and Lbol,
as it is the highest in low-mass gals where almost no
correlation is visible at all. Is this a resolution e�ect
or are in low-mass systems SF and BH accretion
mainly driven by stochastic gas accretion washing
out any e�ect of mergers? Instead the correlation
between luminous AGN and SFRs in massive star-
forming galaxies could indeed be a sign for merger
triggering.

Do the low mass systems only for SF galaxies,
maybe then get a correlation?

For comparison with observations, I have selected only
star-forming galaxies to provide a fair comparison with ob-
servations.

Figure 10. Top panel : redshift evolution of the mean SFR ver-
sus the bolometric AGN luminosity (di�erent colored lines with
shaded areas). The simulation predictions are in reasonable agree-
ment with observations of Rosario+12 (colored, filled circles).
Note that we have only selected star-forming galaxies in the simu-
lations to have a fair comparison with observations. Bottom panel:
Same as in the top panel, but now averaging over bolometric lu-
minosity for a given SFR of the host galaxy. The simulations
are in reasonable agreement with the predictions by Hickox+14
(and thus, with observations by Chen+13, Symeonidis+13,...),
but produce a somewhat stronger depedence on redshift (AGN
luminosities at a given SFR are decreasing with decreasing red-
shift).

7 MAIN AGN TRIGGER MECHANISMS

Here it would be nice that we could demonstrate that lumi-
nous AGN are triggered by merger events and less luminous
AGN not necessarily. We could show some indivicual light
curves and a statistical analysis for the “merger” fraction...
Merger-triggered fraction of AGN vs AGN lum, sSFR and
stellar mass

Put here the plots from Lisa

8 THE RELATIVE GROWTH OF GALAXIES
AND THEIR BLACK HOLES

Not sure to keep this section, maybe better to skip,
otherwise it’s too much.

c� 2002 RAS, MNRAS 000, 1–15

Fig. 4: Redshift evolution of the mean SFR versus bolometric AGN luminosity (di↵erently coloured lines with shaded areas in left panel)

and of the mean AGN luminosity versus SFR (right panel) of the 500Mpc/hr simulation. We find an overall reasonably good agreement

with predictions by Hickox et al. (2014) and observations from Rosario et al. (2012), Chen et al. (2013), Ra↵erty et al. (2011) and

Symeonidis et al. (2013).

Even if globally SFR and black hole accretion rate densities are found to trace each other over cosmic time, it is
heavily debated to what extent nuclear activity and star formation are also correlated in individual galaxies. When
averaging over the AGN luminosities, our simulations always predict a relation (albeit with a large scatter) between
these quantities. Instead, due to the higher variability in AGN luminosity (Hickox et al. 2014), averaging over
the more stable SFR can wash out any relation so that SFR and nuclear activity seem to be hardly correlated, in
particular regarding moderately luminous AGN, which is in fairly good agreement with observational constraints.
Interestingly irrespective of the averaging, for the most luminous AGN the emerging relation between SFR and
nuclear activity is tighter and slightly steeper which may be related to the increasing relevance of merger events
in driving nuclear activity of these very luminous AGN. Overall, we may conclude that our simulations predict at
least for the very luminous AGN and their host galaxies a rather strong physically coupled evolution which may be
partly driven by merger events.

Outlook

Fig. 5: Observationally, a large frac-
tion of AGN was not only found in
bulge-dominated systems as traditionally as-
sumed, but also in disk-like galaxies. In our
simulation run having an increased resolu-
tion but a rather small volume, we are able
to fully capture the observed diversity of
di↵erent galaxy morphologies ranging from
early-type to late-type galaxies. The zoom-
in panels nicely illustrate that the simula-
tions can predict for example realistic spi-
ral galaxies. To obtain improved statistics
(regarding the luminous AGN), we plan to
combine the high resolution with a signifi-
cantly increased volume. Such a simulation
will particularly allow us to perform a sta-
tistical analysis of linking AGN with their
host galaxy morphologies and confronting
that with recent observational results.

Hirschmann+14

No pinning to the potential minimum!
BHs do not merge as long as: 
• the relative velocity of the BHs to each other is > 0.5*sound speed, 
• the distance is > 5*softening length and the BHs are not 

gravitationally bound to each other.

dual/offset AGN AGN clustering

BHs



AGN are not just random events!
There must be certain conditions which increase the 

probability for AGN activity!

environment?

secular evolution?mergers?

gas reservoir?

HOD slope = 0.57 The HOD slope is 
smaller than for 
galaxies (1.15)!
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Dual and offset AGN

What do we need to produce 
dual/offset AGN?
• high resolution -> uhr (down to 2 kpc) 
• large volume (only 1% of all AGN!) 
• no pinning! 
-> Box3/uhr of the Magneticum Simulations (ran down to z=2)

offset AGN
r<10kpc r<10kpc

AGN AGN AGN inactive BH

dual BHs without AGN
r<10kpc

inactive BHinactive BH

dual AGN

9 dual AGN
14 offset AGN

11 dual BHs without AGN

Steinborn+16

log(L)>43 log(L)>43 log(L)>43 log(L)<43 log(L)<43 log(L)<43

14903 BHs
1864 AGN
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Figure 4. NGC 1386. Top left: HST/F814W image with Ks-band continuum contours in white (from IB2.42 narrow-band filter). The FoV is 2400 ⇥ 2400. Blue
circles mark the position of the point-like sources used for image alignment, which are also shown in the two inner panels at the top-right corner. The inner
400 ⇥ 400 region (blue square) is shown in detail in the middle and bottom panels. Top right: Ks/F814W ratio or dust map with the same FoV as the previous
panel. Middle left: F814W image with Ks contours in white. Middle right: Ks/F814W ratio with Ks contours in white. The position of the nucleus and its
error is marked with a cross in the middle panels. Bottom left: Ks/F814W ratio with Ks contours in white and H↵ contours in green. Bottom right: Ks/F814W
ratio with Ks contours in white and [SI VII] coronal emission line contours in green. The orientation of the radio jet (Nagar & Wilson 1999) is plotted with a
dashed grey line. North is up and East is to the left.
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Figure 4. NGC 1386. Top left: HST/F814W image with Ks-band continuum contours in white (from IB2.42 narrow-band filter). The FoV is 2400 ⇥ 2400. Blue
circles mark the position of the point-like sources used for image alignment, which are also shown in the two inner panels at the top-right corner. The inner
400 ⇥ 400 region (blue square) is shown in detail in the middle and bottom panels. Top right: Ks/F814W ratio or dust map with the same FoV as the previous
panel. Middle left: F814W image with Ks contours in white. Middle right: Ks/F814W ratio with Ks contours in white. The position of the nucleus and its
error is marked with a cross in the middle panels. Bottom left: Ks/F814W ratio with Ks contours in white and H↵ contours in green. Bottom right: Ks/F814W
ratio with Ks contours in white and [SI VII] coronal emission line contours in green. The orientation of the radio jet (Nagar & Wilson 1999) is plotted with a
dashed grey line. North is up and East is to the left.
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Figure 1. Exposure-corrected Chandra images covering the same field of Abell 2052 (see Blanton, Sarazin & McNamara 2003; Blanton et al. 2009, 2011).
The colour bar has units photons cm−2 s−1 pixel−1 . Left: 0.5− 7 keV energy band showing the X-ray cavities. Right: 3− 7 keV energy band showing the
AGN point source detection.

fitted with a combined model for both the point source and cluster
emission. The similarity between the powerlaw and thermal model
components, particularly for higher temperature clusters, can make
it difficult to distinguish them with Chandra’s spectral resolution.
Most of the model parameters were therefore constrained for the
fit. The parameters for the point source model were set to those de-
tailed in Table 1 with only the normalization left free. The cluster
model temperature was fixed to the value determined by extrapo-
lating from neighbouring annuli. The metallicity was fixed to the
value in the neighbouring cluster annulus as it was generally not
found to vary significantly at these small radii. The normalization
of the cluster component was problematic because it was strongly
affected by cavity substructure in the core, which produced large
variation. We therefore constrained the cluster normalization in the
point source region to be no less than the normalization from the
neighbouring annulus, scaled by the ratio of their respective areas.
The XSPEC CFLUX model was used to determine the flux or an up-
per limit for the unabsorbed point source component (Table 1).

The main source of error in both the photometric and spec-
troscopic measurements of the point source flux is the subtraction
of the cluster emission. The photometric method is likely to under-
estimate the background cluster emission and should therefore be
treated as an upper limit on the point source flux. The spectroscopic
method improves on this by allowing for the increase in cluster
surface brightness towards the cluster centre but may significantly
overestimate the cluster background because it is indistinguishable
from the powerlaw component. For strongly obscured point sources
and low temperature cluster emission, the spectroscopic method is
likely to be a significant improvement over the photometric method.
For higher temperature clusters, the photometric method may be
more accurate. We have therefore listed both the photometric and
spectroscopic fluxes in Table 1 but used the generally more accu-
rate spectroscopic flux in our analysis. The possible bias in this
measurement for higher temperature clusters with strong 3−7 keV
emission is discussed in section 3.2.

Several of the brighter point sources in the sample were signif-
icantly piled up in the longest Chandra exposures initially selected
for analysis. Pile up occurs whenever two or more photons, arriving
in the same detector region and within a single ACIS frame inte-

gration time, are detected as a single event (Davis 2001). For M87
and Cygnus A, there were alternative observations available in the
archive with shorter 0.4 s frame times for which the point source
was not piled up. These short frame time observations were used
to calculate the point source flux and the cluster background was
analysed using the deeper exposures. All the archival observations
of the point source in Perseus, where the cluster centre is not posi-
tioned far off axis distorting the PSF, were found to be significantly
piled up. Perseus was therefore excluded from this sample.

Fig. 2 compares our spectroscopic point source fluxes with
measurements for the same sources available in the literature. The
majority of the fluxes are consistent within the errors. Small varia-
tions are expected due to differences in background subtraction and
the position selected for the upper limits but there are three sources,
Centaurus, NGC4782 and RBS797, with significantly different val-
ues which we have considered in detail. There is only a modest dis-
crepancy for RBS797 given the large errors and this is likely due
to the additional model components used for the Cavagnolo et al.
(2011) result. The differences for Centaurus and NGC4782 are
due to our use of a two temperature rather than a single temper-
ature cluster model. The best-fit single temperature falls midway
between the preferred higher and lower temperature values of the
two component model and therefore significantly underestimates
the cluster surface brightness in the 2− 10 keV band used to de-
termine the point source flux. Our two component model therefore
finds a higher cluster background and a significantly lower nuclear
point source upper limit.

2.4 Cavity power

The cavities observed in the X-ray images of this sample allow
a direct measurement of the mechanical output from the AGN
(Churazov et al. 2000; Dunn & Fabian 2004; Bı̂rzan et al. 2004;
McNamara & Nulsen 2007). For a bubble filled with relativistic
plasma, the energy required to inflate it is given by E = 4PV , where
the bubble is assumed to be in pressure equilibrium with the sur-
rounding ICM. The bubble energy is then divided by the sound
speed timescale or the buoyant rise time to estimate the power in-
put to the ICM (see eg. Bı̂rzan et al. 2004). Cavity powers for the
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directly estimated from the bootstrap distribution of the respec-
tive parameter and mark the 68.3% (1σ) confidence intervals.

Our model can fit the data on the shortest baselines very
well, which means that it reproduces the low spatial frequen-
cies of the source adequately. On longer baselines, however, the
data is not well reproduced by our model. This is predominantly
due to small scale variations of the correlated fluxes and differ-
ential phases at longer baselines (cf. Fig. 4), which cannot be
reproduced by our smooth model. We interpret these variations
as signatures for small scale structures that our model obviously
cannot replicate.

Finally, a few remarks on degeneracies: several parameters
of our model are not independent. The clearest example is the
degeneracy between the temperature Ti and the surface filling
factor fi. Because we are fitting a narrow wavelength range
(8 µm < λ < 13 µm), the temperatures of our dust components
are not well constrained. A small change in temperature has a
direct influence on the brightness of the source, which can be
compensated by changing the surface filling factor. Similar de-
generacies are present between the size and the axis ratio of the
source, which all change the emitted flux density. Depending on
how well these parameters are constrained by the interferometric
measurements, these parameters can become degenerate.

5. Discussion

5.1. Morphology

The direct analysis of the data (Sect. 3) and our modelling
(Sect. 4) confirm that the mid-infrared emission in the nucleus
of the Circinus galaxy comes from at least two distinct compo-
nents: a highly elongated, compact “disk-like” component and
a moderately elongated, extended component. To some degree,
the distinction between the two components is suggested by the
two different regimes of the correlated fluxes as a function of
the projected baseline length (see Sect. 3.1). Primarily, how-
ever, the distinction is suggested by the different orientations of
the two components: the two components are elongated roughly
perpendicular to one another. Two clearly separated emission
components have also been found in NGC 1068 and NGC 3783
(Raban et al. 2009; Hönig et al. 2013), and a two-component
morphology in the infrared appears to be common to a large
number of AGN (Kishimoto et al. 2011b; Burtscher et al. 2013).

We interpret the mid-infrared emission as emission from
warm dust in the context of the hydrodynamic models of dusty
tori in AGN by Schartmann et al. (2009), Wada et al. (2009) and
Wada (2012). These models find a relatively cold, geometrically
thin and very turbulent disk in the mid-plane of the torus, sur-
rounded by a filamentary structure. The latter consists of long
radial filaments with a hot tenuous medium in between. We as-
sociate the central, highly elongated component in the Circinus
nucleus with the dense disk in these simulations, and we inter-
pret the extended mid-infrared emission in the context of the fil-
amentary torus structure seen in these models.

A false-colour image of our best fitting model (fit 3) is
shown in Fig. 7, with the model images at 13.0 µm, 10.5 µm
and 8.0 µm mapped to the red, green and blue channels of the
image, respectively.

When interpreting our observations, we have to take into ac-
count that the emission is dominated by the warmest dust at a
certain location, which normally comes from the dust clouds di-
rectly illuminated by the central UV source. There are probably
also considerable amounts of cooler dust. However, the cooler
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Fig. 7. False-colour image of the three-component model for the mid-
infrared emission of the nucleus of the Circinus galaxy (fit 3). The
colours red, green and blue correspond to the model at 13.0 µm, 10.5 µm
and 8.0 µm, respectively. The colour scaling is logarithmic in order to
show both bright and faint features. Clearly the colour gradient of the
extended component due to the increase in the silicate depth towards
the south-east is visible. This colour gradient leads to a chromatic pho-
tocentre shift towards the north-west. Despite the lower surface bright-
ness, 80% of the emission comes from the extended component. Also
plotted is the trace of the water maser disk: the blue and red parts trace
the approaching and receding sides of the maser disk respectively. Note
that the relative offset of the mid-infrared emission with respect to the
maser disk is not known (see text for details).

material only contributes insignificantly to the infrared emission
(see also Sect. 5.3).

5.1.1. The disk-like component

The disk-like component is highly elongated and has a major
axis FWHM of ∆2 ∼ 1.1 pc. Due to the strong position angle
dependency of the correlated fluxes for the longest baselines,
the position angle of the major axis is very well constrained:
ψ2 = 46 ± 3°. The strong elongation of this component with an
axis ratio of more than 6 : 1 at first suggests an interpretation
as a highly inclined disk, as in Tristram et al. (2007). This in-
terpretation is supported by the close agreement in orientation
and size of this component with the warped maser disk from
Greenhill et al. (2003). The masers were modelled by a thin disk
extending from rin ∼ 0.1 pc to rout ∼ 0.4 pc. The maser disk is
warped with the position angle changing from 29° ± 3° at rin
to 56° ± 6° at rout. With a position angle of ψ2 ∼ 46°, our disk-
like component now matches this orientation much better than
previously. The larger size of the mid-infrared disk as compared
to the maser disk could be evidence of the disk extending out
to larger radii than is probed by the maser emission. We em-
phasise that the agreement is only in orientation and size, not in
the absolute position. With MIDI alone, no absolute astrometry
is possible because the absolute phase signal is destroyed by the
atmosphere (see Sect. 2.2). By consequence, the relative position
between the maser disk and our disk-like component cannot be
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X-ray variability of NGC 4051 785

Figure 1. RXTE long-term 2–10 keV light curve of NGC 4051. Each data point represents an observation of ∼1 ks.

Figure 2. XMM–Newton background-subtracted light curve of NGC 4051 in the 0.1–10 keV energy band, with 5-s time bins, combining data from both PN
and MOS CCDs. This figure is available in colour in the online version of the article on Synergy.

rather than in counts so that all observations may be used together.
This ‘flux’ light curve is used in all subsequent analysis.

During periods when the gain, and number of PCUs did not
change, the flux and count-rate light curves are identical, indicating
no significant contribution from variable absorption to the variabil-
ity above 2 keV which is seen by RXTE. (We also note that, in their
detailed study of the X-ray spectral variability of NGC 4051 with
RXTE, Lamer et al. (2003a) find no evidence that the time-averaged
spectral variations are caused by variable absorption. Also from
RXTE observations Taylor, Uttley & McHardy (2003) find that the
X-ray spectral variability of NGC 4051 is well explained by pivot-
ing of the X-ray spectrum about a high energy (∼100 keV) and do
not require any variations of absorbing column.)

Changes in luminosity can alter the ionization state of warm gas
in the line of sight to AGN such as NGC 4051 (e.g. McHardy et al.

1995) and so can affect the transparency of the gas. Such changes
do not affect significantly the spectrum above 2 keV and are mainly
restricted to lines from carbon, oxygen, nitrogen and neon below 2
keV. However, as we see from the XMM–Newton reflection grating
spectrum (Ogle et al. 2003) which was taken at the same time as
the XMM–Newton imaging observations described below, the total
absorption below 2 keV in those lines in NGC4051 is only a few
per cent of the total continuum flux. Therefore variations in that few
per cent would be small and could not account for the large flux
variations seen in Fig. 2. Thus the flux variations described in this
paper represent variations in the continuum source and not in any
absorbing gas.

The PCA consists of five xenon-filled proportional counter units
sensitive to X-rays with energies between 2 and 60 keV. The max-
imum effective area of the PCA is 6500 cm2. For each observation

C⃝ 2004 RAS, MNRAS 348, 783–801
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Figure 4. NGC 1386. Top left: HST/F814W image with Ks-band continuum contours in white (from IB2.42 narrow-band filter). The FoV is 2400 ⇥ 2400. Blue
circles mark the position of the point-like sources used for image alignment, which are also shown in the two inner panels at the top-right corner. The inner
400 ⇥ 400 region (blue square) is shown in detail in the middle and bottom panels. Top right: Ks/F814W ratio or dust map with the same FoV as the previous
panel. Middle left: F814W image with Ks contours in white. Middle right: Ks/F814W ratio with Ks contours in white. The position of the nucleus and its
error is marked with a cross in the middle panels. Bottom left: Ks/F814W ratio with Ks contours in white and H↵ contours in green. Bottom right: Ks/F814W
ratio with Ks contours in white and [SI VII] coronal emission line contours in green. The orientation of the radio jet (Nagar & Wilson 1999) is plotted with a
dashed grey line. North is up and East is to the left.
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circles mark the position of the point-like sources used for image alignment, which are also shown in the two inner panels at the top-right corner. The inner
400 ⇥ 400 region (blue square) is shown in detail in the middle and bottom panels. Top right: Ks/F814W ratio or dust map with the same FoV as the previous
panel. Middle left: F814W image with Ks contours in white. Middle right: Ks/F814W ratio with Ks contours in white. The position of the nucleus and its
error is marked with a cross in the middle panels. Bottom left: Ks/F814W ratio with Ks contours in white and H↵ contours in green. Bottom right: Ks/F814W
ratio with Ks contours in white and [SI VII] coronal emission line contours in green. The orientation of the radio jet (Nagar & Wilson 1999) is plotted with a
dashed grey line. North is up and East is to the left.
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Figure 1. Exposure-corrected Chandra images covering the same field of Abell 2052 (see Blanton, Sarazin & McNamara 2003; Blanton et al. 2009, 2011).
The colour bar has units photons cm−2 s−1 pixel−1 . Left: 0.5− 7 keV energy band showing the X-ray cavities. Right: 3− 7 keV energy band showing the
AGN point source detection.

fitted with a combined model for both the point source and cluster
emission. The similarity between the powerlaw and thermal model
components, particularly for higher temperature clusters, can make
it difficult to distinguish them with Chandra’s spectral resolution.
Most of the model parameters were therefore constrained for the
fit. The parameters for the point source model were set to those de-
tailed in Table 1 with only the normalization left free. The cluster
model temperature was fixed to the value determined by extrapo-
lating from neighbouring annuli. The metallicity was fixed to the
value in the neighbouring cluster annulus as it was generally not
found to vary significantly at these small radii. The normalization
of the cluster component was problematic because it was strongly
affected by cavity substructure in the core, which produced large
variation. We therefore constrained the cluster normalization in the
point source region to be no less than the normalization from the
neighbouring annulus, scaled by the ratio of their respective areas.
The XSPEC CFLUX model was used to determine the flux or an up-
per limit for the unabsorbed point source component (Table 1).

The main source of error in both the photometric and spec-
troscopic measurements of the point source flux is the subtraction
of the cluster emission. The photometric method is likely to under-
estimate the background cluster emission and should therefore be
treated as an upper limit on the point source flux. The spectroscopic
method improves on this by allowing for the increase in cluster
surface brightness towards the cluster centre but may significantly
overestimate the cluster background because it is indistinguishable
from the powerlaw component. For strongly obscured point sources
and low temperature cluster emission, the spectroscopic method is
likely to be a significant improvement over the photometric method.
For higher temperature clusters, the photometric method may be
more accurate. We have therefore listed both the photometric and
spectroscopic fluxes in Table 1 but used the generally more accu-
rate spectroscopic flux in our analysis. The possible bias in this
measurement for higher temperature clusters with strong 3−7 keV
emission is discussed in section 3.2.

Several of the brighter point sources in the sample were signif-
icantly piled up in the longest Chandra exposures initially selected
for analysis. Pile up occurs whenever two or more photons, arriving
in the same detector region and within a single ACIS frame inte-

gration time, are detected as a single event (Davis 2001). For M87
and Cygnus A, there were alternative observations available in the
archive with shorter 0.4 s frame times for which the point source
was not piled up. These short frame time observations were used
to calculate the point source flux and the cluster background was
analysed using the deeper exposures. All the archival observations
of the point source in Perseus, where the cluster centre is not posi-
tioned far off axis distorting the PSF, were found to be significantly
piled up. Perseus was therefore excluded from this sample.

Fig. 2 compares our spectroscopic point source fluxes with
measurements for the same sources available in the literature. The
majority of the fluxes are consistent within the errors. Small varia-
tions are expected due to differences in background subtraction and
the position selected for the upper limits but there are three sources,
Centaurus, NGC4782 and RBS797, with significantly different val-
ues which we have considered in detail. There is only a modest dis-
crepancy for RBS797 given the large errors and this is likely due
to the additional model components used for the Cavagnolo et al.
(2011) result. The differences for Centaurus and NGC4782 are
due to our use of a two temperature rather than a single temper-
ature cluster model. The best-fit single temperature falls midway
between the preferred higher and lower temperature values of the
two component model and therefore significantly underestimates
the cluster surface brightness in the 2− 10 keV band used to de-
termine the point source flux. Our two component model therefore
finds a higher cluster background and a significantly lower nuclear
point source upper limit.

2.4 Cavity power

The cavities observed in the X-ray images of this sample allow
a direct measurement of the mechanical output from the AGN
(Churazov et al. 2000; Dunn & Fabian 2004; Bı̂rzan et al. 2004;
McNamara & Nulsen 2007). For a bubble filled with relativistic
plasma, the energy required to inflate it is given by E = 4PV , where
the bubble is assumed to be in pressure equilibrium with the sur-
rounding ICM. The bubble energy is then divided by the sound
speed timescale or the buoyant rise time to estimate the power in-
put to the ICM (see eg. Bı̂rzan et al. 2004). Cavity powers for the
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directly estimated from the bootstrap distribution of the respec-
tive parameter and mark the 68.3% (1σ) confidence intervals.

Our model can fit the data on the shortest baselines very
well, which means that it reproduces the low spatial frequen-
cies of the source adequately. On longer baselines, however, the
data is not well reproduced by our model. This is predominantly
due to small scale variations of the correlated fluxes and differ-
ential phases at longer baselines (cf. Fig. 4), which cannot be
reproduced by our smooth model. We interpret these variations
as signatures for small scale structures that our model obviously
cannot replicate.

Finally, a few remarks on degeneracies: several parameters
of our model are not independent. The clearest example is the
degeneracy between the temperature Ti and the surface filling
factor fi. Because we are fitting a narrow wavelength range
(8 µm < λ < 13 µm), the temperatures of our dust components
are not well constrained. A small change in temperature has a
direct influence on the brightness of the source, which can be
compensated by changing the surface filling factor. Similar de-
generacies are present between the size and the axis ratio of the
source, which all change the emitted flux density. Depending on
how well these parameters are constrained by the interferometric
measurements, these parameters can become degenerate.

5. Discussion

5.1. Morphology

The direct analysis of the data (Sect. 3) and our modelling
(Sect. 4) confirm that the mid-infrared emission in the nucleus
of the Circinus galaxy comes from at least two distinct compo-
nents: a highly elongated, compact “disk-like” component and
a moderately elongated, extended component. To some degree,
the distinction between the two components is suggested by the
two different regimes of the correlated fluxes as a function of
the projected baseline length (see Sect. 3.1). Primarily, how-
ever, the distinction is suggested by the different orientations of
the two components: the two components are elongated roughly
perpendicular to one another. Two clearly separated emission
components have also been found in NGC 1068 and NGC 3783
(Raban et al. 2009; Hönig et al. 2013), and a two-component
morphology in the infrared appears to be common to a large
number of AGN (Kishimoto et al. 2011b; Burtscher et al. 2013).

We interpret the mid-infrared emission as emission from
warm dust in the context of the hydrodynamic models of dusty
tori in AGN by Schartmann et al. (2009), Wada et al. (2009) and
Wada (2012). These models find a relatively cold, geometrically
thin and very turbulent disk in the mid-plane of the torus, sur-
rounded by a filamentary structure. The latter consists of long
radial filaments with a hot tenuous medium in between. We as-
sociate the central, highly elongated component in the Circinus
nucleus with the dense disk in these simulations, and we inter-
pret the extended mid-infrared emission in the context of the fil-
amentary torus structure seen in these models.

A false-colour image of our best fitting model (fit 3) is
shown in Fig. 7, with the model images at 13.0 µm, 10.5 µm
and 8.0 µm mapped to the red, green and blue channels of the
image, respectively.

When interpreting our observations, we have to take into ac-
count that the emission is dominated by the warmest dust at a
certain location, which normally comes from the dust clouds di-
rectly illuminated by the central UV source. There are probably
also considerable amounts of cooler dust. However, the cooler
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Fig. 7. False-colour image of the three-component model for the mid-
infrared emission of the nucleus of the Circinus galaxy (fit 3). The
colours red, green and blue correspond to the model at 13.0 µm, 10.5 µm
and 8.0 µm, respectively. The colour scaling is logarithmic in order to
show both bright and faint features. Clearly the colour gradient of the
extended component due to the increase in the silicate depth towards
the south-east is visible. This colour gradient leads to a chromatic pho-
tocentre shift towards the north-west. Despite the lower surface bright-
ness, 80% of the emission comes from the extended component. Also
plotted is the trace of the water maser disk: the blue and red parts trace
the approaching and receding sides of the maser disk respectively. Note
that the relative offset of the mid-infrared emission with respect to the
maser disk is not known (see text for details).

material only contributes insignificantly to the infrared emission
(see also Sect. 5.3).

5.1.1. The disk-like component

The disk-like component is highly elongated and has a major
axis FWHM of ∆2 ∼ 1.1 pc. Due to the strong position angle
dependency of the correlated fluxes for the longest baselines,
the position angle of the major axis is very well constrained:
ψ2 = 46 ± 3°. The strong elongation of this component with an
axis ratio of more than 6 : 1 at first suggests an interpretation
as a highly inclined disk, as in Tristram et al. (2007). This in-
terpretation is supported by the close agreement in orientation
and size of this component with the warped maser disk from
Greenhill et al. (2003). The masers were modelled by a thin disk
extending from rin ∼ 0.1 pc to rout ∼ 0.4 pc. The maser disk is
warped with the position angle changing from 29° ± 3° at rin
to 56° ± 6° at rout. With a position angle of ψ2 ∼ 46°, our disk-
like component now matches this orientation much better than
previously. The larger size of the mid-infrared disk as compared
to the maser disk could be evidence of the disk extending out
to larger radii than is probed by the maser emission. We em-
phasise that the agreement is only in orientation and size, not in
the absolute position. With MIDI alone, no absolute astrometry
is possible because the absolute phase signal is destroyed by the
atmosphere (see Sect. 2.2). By consequence, the relative position
between the maser disk and our disk-like component cannot be
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X-ray variability of NGC 4051 785

Figure 1. RXTE long-term 2–10 keV light curve of NGC 4051. Each data point represents an observation of ∼1 ks.

Figure 2. XMM–Newton background-subtracted light curve of NGC 4051 in the 0.1–10 keV energy band, with 5-s time bins, combining data from both PN
and MOS CCDs. This figure is available in colour in the online version of the article on Synergy.

rather than in counts so that all observations may be used together.
This ‘flux’ light curve is used in all subsequent analysis.

During periods when the gain, and number of PCUs did not
change, the flux and count-rate light curves are identical, indicating
no significant contribution from variable absorption to the variabil-
ity above 2 keV which is seen by RXTE. (We also note that, in their
detailed study of the X-ray spectral variability of NGC 4051 with
RXTE, Lamer et al. (2003a) find no evidence that the time-averaged
spectral variations are caused by variable absorption. Also from
RXTE observations Taylor, Uttley & McHardy (2003) find that the
X-ray spectral variability of NGC 4051 is well explained by pivot-
ing of the X-ray spectrum about a high energy (∼100 keV) and do
not require any variations of absorbing column.)

Changes in luminosity can alter the ionization state of warm gas
in the line of sight to AGN such as NGC 4051 (e.g. McHardy et al.

1995) and so can affect the transparency of the gas. Such changes
do not affect significantly the spectrum above 2 keV and are mainly
restricted to lines from carbon, oxygen, nitrogen and neon below 2
keV. However, as we see from the XMM–Newton reflection grating
spectrum (Ogle et al. 2003) which was taken at the same time as
the XMM–Newton imaging observations described below, the total
absorption below 2 keV in those lines in NGC4051 is only a few
per cent of the total continuum flux. Therefore variations in that few
per cent would be small and could not account for the large flux
variations seen in Fig. 2. Thus the flux variations described in this
paper represent variations in the continuum source and not in any
absorbing gas.

The PCA consists of five xenon-filled proportional counter units
sensitive to X-rays with energies between 2 and 60 keV. The max-
imum effective area of the PCA is 6500 cm2. For each observation

C⃝ 2004 RAS, MNRAS 348, 783–801

McHardy et al. (2004)

NGC 4051

How can we make our AGN somewhat more realistic?
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
the Eddington accretion rate

Ṁ
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where m
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is the proton mass, �
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the Thompson scattering
cross section and ⌘
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the feedback e�ciency if the black
hole would accrete with Ṁ

Edd

. Then the accretion rate is

Ṁ = min(Ṁ
B,hot

+ Ṁ
B,cold

, Ṁ
Edd

). (4)

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005) the feedback energy per time is calculated as

Ė = ✏
f

✏
r

Ṁc2, (5)

where ✏
f

is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ

Edd

and is get-
ting very low above ⇠ 0.1Ṁ

Edd

. Its power is the gas heating
power

P
o

= ✏
o

Ṁc2, (6)

where ✏
o

is the outflow e�ciency.

ii) Radiation: The radiation dominates near the Eddington
limit and has the luminosity

L = ✏
r

Ṁc2. (7)

The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.
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The accreted matter splits up into outflow and radiation:

Ṁ

Ṁ
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where the Eddington accretion rate
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depends on the total e�ciency
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Churazov et al. (2005) scetched this in a diagram of the
power over the accretion rate. This is shown by the lines in
Figure 1. For the outflow dominated regime they assume
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as a lower limit for the radiation, which is a consequence of
advection dominated accretion flows (Narayan & Yi 1995).
In the radiation dominated regime the outflow decreases
with the Eddington ratio:

P
o

L
Edd

= 10�4 ·
✓

Ṁ

Ṁ
Edd

◆�1.8431

. (13)

This guarantees that the minimum value for the outflow ef-
ficiency is ✏

o

= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
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Mezcua & Prieto 2014 (MP14) and the data with blue and black
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K-band magnitudes, which is known to be inaccurate, we used
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s

i
and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as

Ė = ✏f✏rṀ•c
2, (6)

where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
radiation components:

Ṁ•

ṀEdd

=
Po

LEdd
+

L
LEdd

, (10)

Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate

ṀEdd =
LEdd

⌘Eddc2
(11)

depends on the total e�ciency

⌘ := ✏o + ✏r. (12)

This model is shown as solid lines (blue corresponds to
mechanical outflow and red to radiation) in Fig. 1, which
were adopted from Churazov et al. (2005). For the outflow-
dominated regime they assume

L
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= 10 ·
✓

Ṁ•

ṀEdd

◆2

(13)

as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
with the Eddington ratio:

Po

LEdd
= 10�4 ·

✓
Ṁ•

ṀEdd

◆�1.8431

. (14)

This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
Ṁ

Edd

= 0.05

as the threshold between radio and quasar mode. The value
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Figure 1. Exposure-corrected Chandra images covering the same field of Abell 2052 (see Blanton, Sarazin & McNamara 2003; Blanton et al. 2009, 2011).
The colour bar has units photons cm−2 s−1 pixel−1 . Left: 0.5− 7 keV energy band showing the X-ray cavities. Right: 3− 7 keV energy band showing the
AGN point source detection.

fitted with a combined model for both the point source and cluster
emission. The similarity between the powerlaw and thermal model
components, particularly for higher temperature clusters, can make
it difficult to distinguish them with Chandra’s spectral resolution.
Most of the model parameters were therefore constrained for the
fit. The parameters for the point source model were set to those de-
tailed in Table 1 with only the normalization left free. The cluster
model temperature was fixed to the value determined by extrapo-
lating from neighbouring annuli. The metallicity was fixed to the
value in the neighbouring cluster annulus as it was generally not
found to vary significantly at these small radii. The normalization
of the cluster component was problematic because it was strongly
affected by cavity substructure in the core, which produced large
variation. We therefore constrained the cluster normalization in the
point source region to be no less than the normalization from the
neighbouring annulus, scaled by the ratio of their respective areas.
The XSPEC CFLUX model was used to determine the flux or an up-
per limit for the unabsorbed point source component (Table 1).

The main source of error in both the photometric and spec-
troscopic measurements of the point source flux is the subtraction
of the cluster emission. The photometric method is likely to under-
estimate the background cluster emission and should therefore be
treated as an upper limit on the point source flux. The spectroscopic
method improves on this by allowing for the increase in cluster
surface brightness towards the cluster centre but may significantly
overestimate the cluster background because it is indistinguishable
from the powerlaw component. For strongly obscured point sources
and low temperature cluster emission, the spectroscopic method is
likely to be a significant improvement over the photometric method.
For higher temperature clusters, the photometric method may be
more accurate. We have therefore listed both the photometric and
spectroscopic fluxes in Table 1 but used the generally more accu-
rate spectroscopic flux in our analysis. The possible bias in this
measurement for higher temperature clusters with strong 3−7 keV
emission is discussed in section 3.2.

Several of the brighter point sources in the sample were signif-
icantly piled up in the longest Chandra exposures initially selected
for analysis. Pile up occurs whenever two or more photons, arriving
in the same detector region and within a single ACIS frame inte-

gration time, are detected as a single event (Davis 2001). For M87
and Cygnus A, there were alternative observations available in the
archive with shorter 0.4 s frame times for which the point source
was not piled up. These short frame time observations were used
to calculate the point source flux and the cluster background was
analysed using the deeper exposures. All the archival observations
of the point source in Perseus, where the cluster centre is not posi-
tioned far off axis distorting the PSF, were found to be significantly
piled up. Perseus was therefore excluded from this sample.

Fig. 2 compares our spectroscopic point source fluxes with
measurements for the same sources available in the literature. The
majority of the fluxes are consistent within the errors. Small varia-
tions are expected due to differences in background subtraction and
the position selected for the upper limits but there are three sources,
Centaurus, NGC4782 and RBS797, with significantly different val-
ues which we have considered in detail. There is only a modest dis-
crepancy for RBS797 given the large errors and this is likely due
to the additional model components used for the Cavagnolo et al.
(2011) result. The differences for Centaurus and NGC4782 are
due to our use of a two temperature rather than a single temper-
ature cluster model. The best-fit single temperature falls midway
between the preferred higher and lower temperature values of the
two component model and therefore significantly underestimates
the cluster surface brightness in the 2− 10 keV band used to de-
termine the point source flux. Our two component model therefore
finds a higher cluster background and a significantly lower nuclear
point source upper limit.

2.4 Cavity power

The cavities observed in the X-ray images of this sample allow
a direct measurement of the mechanical output from the AGN
(Churazov et al. 2000; Dunn & Fabian 2004; Bı̂rzan et al. 2004;
McNamara & Nulsen 2007). For a bubble filled with relativistic
plasma, the energy required to inflate it is given by E = 4PV , where
the bubble is assumed to be in pressure equilibrium with the sur-
rounding ICM. The bubble energy is then divided by the sound
speed timescale or the buoyant rise time to estimate the power in-
put to the ICM (see eg. Bı̂rzan et al. 2004). Cavity powers for the
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simulations from Pelupessy et al. (2007). Here, for
the star forming particles, the accreation of the frac-
tion of the mollecular gas was evaluated seperately
without any boost factor, assuming the temperature
according to the underlying multi-phase model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Finally, in section 6, we summarize our
main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2

•⇢1
(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
s

is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
(hcsi2 + hvi2)3/2

, (2)

where h⇢i, hvi and hc
s

i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in
such simulations, the original equation (1) is multiplied by
a bost factor ↵, which in Springel et al. (2005) is set to a

value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
4⇡↵G2M2

•⇢

(c2s + v2)3/2

�
. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase,
we choose T = 5 · 105K as threshold between hot and cold
gas. In contrast to Pelupessy et al. (2007), who use
the molecular fraction of the gas for star-forming
particles from the multi-phase model (Springel &
Hernquist 2003) to account for cold gas accreation,
we assign also gas with a temperature below our
threshold in addition to the star forming gas to the
cold phase. For both gas phases the accretion rate is calcu-
lated separately according to equation 2, but with di↵erent
values for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)

where mp is the proton mass, �T the Thompson scattering
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the star forming particles, the accreation of the frac-
tion of the mollecular gas was evaluated seperately
without any boost factor, assuming the temperature
according to the underlying multi-phase model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Finally, in section 6, we summarize our
main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2
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(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
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is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
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, (2)

where h⇢i, hvi and hc
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i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in
such simulations, the original equation (1) is multiplied by
a bost factor ↵, which in Springel et al. (2005) is set to a

value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
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. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase,
we choose T = 5 · 105K as threshold between hot and cold
gas. In contrast to Pelupessy et al. (2007), who use
the molecular fraction of the gas for star-forming
particles from the multi-phase model (Springel &
Hernquist 2003) to account for cold gas accreation,
we assign also gas with a temperature below our
threshold in addition to the star forming gas to the
cold phase. For both gas phases the accretion rate is calcu-
lated separately according to equation 2, but with di↵erent
values for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)

where mp is the proton mass, �T the Thompson scattering
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
the Eddington accretion rate

Ṁ
Edd

=
4⇡GM

bh

m
p

⌘
Edd

�
T

c
, (3)

where m
p

is the proton mass, �
T

the Thompson scattering
cross section and ⌘

Edd

the feedback e�ciency if the black
hole would accrete with Ṁ

Edd

. Then the accretion rate is

Ṁ = min(Ṁ
B,hot

+ Ṁ
B,cold

, Ṁ
Edd

). (4)

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005) the feedback energy per time is calculated as

Ė = ✏
f

✏
r

Ṁc2, (5)

where ✏
f

is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ

Edd

and is get-
ting very low above ⇠ 0.1Ṁ

Edd

. Its power is the gas heating
power

P
o

= ✏
o

Ṁc2, (6)

where ✏
o

is the outflow e�ciency.

ii) Radiation: The radiation dominates near the Eddington
limit and has the luminosity

L = ✏
r

Ṁc2. (7)

The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.

of P
o

and the fraction ✏
f

of the luminosity:

Ė = (✏
o

+ ✏
f

✏
r

)Ṁc2. (8)

The accreted matter splits up into outflow and radiation:

Ṁ

Ṁ
Edd

=
P
o

L
Edd

+
L

L
Edd

, (9)

where the Eddington accretion rate

Ṁ
Edd

=
L

Edd

⌘
Edd

c2
(10)

depends on the total e�ciency

⌘ := ✏
o

+ ✏
r

. (11)

Churazov et al. (2005) scetched this in a diagram of the
power over the accretion rate. This is shown by the lines in
Figure 1. For the outflow dominated regime they assume

L

L
Edd

= 10 ·
✓

Ṁ

Ṁ
Edd

◆
2

(12)

as a lower limit for the radiation, which is a consequence of
advection dominated accretion flows (Narayan & Yi 1995).
In the radiation dominated regime the outflow decreases
with the Eddington ratio:

P
o

L
Edd

= 10�4 ·
✓

Ṁ

Ṁ
Edd

◆�1.8431

. (13)

This guarantees that the minimum value for the outflow ef-
ficiency is ✏

o

= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
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rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
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(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
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Ṁ
Edd

=
4⇡GM

bh

m
p

⌘
Edd

�
T

c
, (3)

where m
p

is the proton mass, �
T

the Thompson scattering
cross section and ⌘

Edd

the feedback e�ciency if the black
hole would accrete with Ṁ
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(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.
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as a lower limit for the radiation, which is a consequence of
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This guarantees that the minimum value for the outflow ef-
ficiency is ✏
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= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
the Eddington accretion rate

Ṁ
Edd

=
4⇡GM

bh

m
p

⌘
Edd

�
T

c
, (3)

where m
p

is the proton mass, �
T

the Thompson scattering
cross section and ⌘

Edd

the feedback e�ciency if the black
hole would accrete with Ṁ
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2.2 AGN feedback
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(2005) the feedback energy per time is calculated as
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Ṁc2, (5)

where ✏
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is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ

Edd

and is get-
ting very low above ⇠ 0.1Ṁ

Edd

. Its power is the gas heating
power

P
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= ✏
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Ṁc2, (6)

where ✏
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is the outflow e�ciency.

ii) Radiation: The radiation dominates near the Eddington
limit and has the luminosity
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Ṁc2. (7)

The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.
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Churazov et al. (2005) scetched this in a diagram of the
power over the accretion rate. This is shown by the lines in
Figure 1. For the outflow dominated regime they assume
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as a lower limit for the radiation, which is a consequence of
advection dominated accretion flows (Narayan & Yi 1995).
In the radiation dominated regime the outflow decreases
with the Eddington ratio:
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This guarantees that the minimum value for the outflow ef-
ficiency is ✏

o

= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s

i
and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as

Ė = ✏f✏rṀ•c
2, (6)

where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
radiation components:

Ṁ•

ṀEdd

=
Po

LEdd
+

L
LEdd

, (10)

Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate

ṀEdd =
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depends on the total e�ciency

⌘ := ✏o + ✏r. (12)

This model is shown as solid lines (blue corresponds to
mechanical outflow and red to radiation) in Fig. 1, which
were adopted from Churazov et al. (2005). For the outflow-
dominated regime they assume
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as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
with the Eddington ratio:
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. (14)

This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
Ṁ

Edd

= 0.05

as the threshold between radio and quasar mode. The value
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
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(2005) the feedback energy per time is calculated as
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where ✏
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is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ

Edd

and is get-
ting very low above ⇠ 0.1Ṁ

Edd

. Its power is the gas heating
power

P
o
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where ✏
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is the outflow e�ciency.

ii) Radiation: The radiation dominates near the Eddington
limit and has the luminosity
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Ṁc2. (7)

The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.
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power over the accretion rate. This is shown by the lines in
Figure 1. For the outflow dominated regime they assume
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as a lower limit for the radiation, which is a consequence of
advection dominated accretion flows (Narayan & Yi 1995).
In the radiation dominated regime the outflow decreases
with the Eddington ratio:
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This guarantees that the minimum value for the outflow ef-
ficiency is ✏
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= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s
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and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.

2.2 AGN feedback

In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as

Ė = ✏f✏rṀ•c
2, (6)

where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
radiation components:

Ṁ•
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=
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Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate
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depends on the total e�ciency
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as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
with the Eddington ratio:
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This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
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as the threshold between radio and quasar mode. The value
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solved with a parameterization of ↵. Booth & Schaye (2009)
choose ↵ = 1 as long as the density is below the critical value
required for the existence of a cold gas phase. For larger den-
sities ↵ increases with the density. Vogelsberger et al. (2013)
have presented a model based on the equilibrium between
cooling losses and AGN feedback. Both models have the ef-
fect that ↵ is conformed to the gas characteristics.
In our model we directly distinguish between the accretion
of hot and cold gas. For the threshold beween both phases
we choose T = 5 · 105K. For both gas phases the accretion
rate is calculated seperately due to equation 2, but with dif-
ferent values for ↵. For hot gas we choose ↵ = 10 and for cold
gas ↵ = 100, which conforms to the result by Gaspari et al.
(2013). They argued that due to turbulence the assumptions
of the Bondi model are not fulfilled. The discrepancies which
they find when including cooling and turbulence are of the
same order of magnitude as the origainal value for ↵. For
an adiabatic accretion, the di↵erence is about one order of
magnitude smaller.
Furthermore the black hole accretion rate Ṁ is limited to
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Ṁ
Edd

=
4⇡GM

bh

m
p

⌘
Edd

�
T

c
, (3)

where m
p

is the proton mass, �
T

the Thompson scattering
cross section and ⌘

Edd

the feedback e�ciency if the black
hole would accrete with Ṁ
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(2005) the feedback energy per time is calculated as
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where ✏
f

is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Booth & Schaye
2009). Although our resolution is comparatively high we are
still not able to resolve jets. For that reason we implement
both radiative and mechanical AGN feedback as thermal
feedback.
This model is simplified because it neglects mechanical feed-
back and uses a constant radiative e�ciency and thus al-
lows no smooth transition between a quasar-mode and a
radio-mode. For that reason we implemented a new feed-
back model based on Churazov et al. (2005). They proposed
that AGN feedback had two components:

i) Outflow: The outflow is a mechanical feedback, which
dominates at accretion rates below ⇠ 0.01Ṁ
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The feedback energy per time in this model then is the sum

Figure 1. The lines show the predictions by Churazov et al. 2005
(C05) for the power of the radiation (red line), the mechanical
outflow (blue line) and the sum of both (black dashed line). Ob-
servations of jet powers and luminosities constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore the black hole masses are
shown in a colorbar. Since the masses used by R13 are based on
K-band magnitudes, which is known to be inaccurate, we used
the dynamical masses by McConnell & Ma (2013) for the sources
included in both samples.
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as a lower limit for the radiation, which is a consequence of
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In the radiation dominated regime the outflow decreases
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This guarantees that the minimum value for the outflow ef-
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= 10�5, which was calculated by Churazov
et al. (2005) assuming that the gas cooling and AGN feed-
back cancel each other at the Eddington limit. We choose
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cross section and ⌘Edd the feedback e�ciency if the black
hole would accrete with ṀEdd. Then the accretion rate is
given by:

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads
to a faster black hole growth in the quasar-mode, because
when calculating the mean value of the sound speed hc

s
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and the gas velocity hvi only for cold gas, the accretion rate
estimated with equation (2) is higher than calculating the
mean values of both cold and hot gas together. This solves
the well known problem of too low gas accretion, which was
addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al.
2012), which is not needed in our simulations.
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In the commonly used black hole model by Springel et al.
(2005), the feedback energy per unit time is calculated as
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where ✏f is the e�ciency with which the energy radiated
from the black hole is coupled to the ISM (Springel et al.
2005, Booth & Schaye 2009) and ✏r is the radiative e�ciency.

The original model as used in Hirschmann et al. (2014)
is simplified, since it uses a constant radiative e�ciency and
thus does not allow for a smooth transition between quasar-
and radio-mode. Furthermore, it neglects mechanical feed-
back, which was already implemented in other simulations
as AGN driven winds (i.e. Choi et al. 2014). To account for
both mechanical and radiative feedback, we adopt a new
feedback scheme based on Churazov et al. (2005). In this
study, they propose that AGN feedback can be split up into
two components:

(i) Outflow: The outflow component is a mechani-
cal feedback which dominates at accretion rates below
⇠ 0.01ṀEdd and diminishes at accretion rates above ⇠
0.1ṀEdd. The corresponding gas heating power is given by:

Po = ✏oṀ•c
2, (7)

where ✏o is the outflow e�ciency.

(ii) Radiation: The radiative component dominates near
the Eddington limit (fEdd > 0.1) and has the luminosity

L = ✏rṀ•c
2. (8)

We implement both radiative and mechanical AGN
feedback as thermal feedback due to the inability to resolve
the sub-kpc scales, where the jets provide the mechanical
feedback. The feedback energy per unit time in this model
is then the sum of Po and the fraction ✏f of the luminosity:

Ė = (✏o + ✏f✏r)Ṁ•c
2. (9)

The e↵ect of accreted matter can be split into outflow and
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Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate

ṀEdd =
LEdd

⌘Eddc2
(11)

depends on the total e�ciency

⌘ := ✏o + ✏r. (12)

This model is shown as solid lines (blue corresponds to
mechanical outflow and red to radiation) in Fig. 1, which
were adopted from Churazov et al. (2005). For the outflow-
dominated regime they assume
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as a lower limit for the radiation, which is a consequence of
advection-dominated accretion flows (Narayan & Yi 1995).
In the radiation-dominated regime the outflow decreases
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. (14)

This guarantees that the minimum value for the outflow e�-
ciency is ✏o = 10�5, which was calculated by Churazov et al.
(2005) assuming that gas cooling and AGN feedback balance

each other at the Eddington limit. We choose Ṁ•
Ṁ

Edd

= 0.05

as the threshold between radio and quasar mode. The value
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Ė = (✏o + ✏f✏r)Ṁ•c
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ṀEdd

=
Po

LEdd
+

L
LEdd

, (10)

Figure 1. The lines show the predictions by Churazov et al.
2005 (C05) for the power of the radiation (red line), the mechan-
ical outflow (blue line) and the sum of both (black dashed line).
Observations of jet powers (blue errorbars and edges) and lu-
minosities (red errorbars and edges) constrain the di↵erence
between both components. This figure includes two di↵erent ob-
servations: The big stars and squares show recent observations by
Mezcua & Prieto 2014 (MP14) and the data with blue and black
errorbars are observations by Russell et al. 2013 (R13). Black tri-
angles mark upper limits. Furthermore, the black hole masses are
indicated by the colors of the symbols. Since the masses used by
R13 are based on K-band magnitudes, which are known to be
inaccurate, we used the dynamical masses by McConnell & Ma
(2013) for the sources included in both samples.

where the Eddington accretion rate
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Ė = (✏o + ✏f✏r)Ṁ•c
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model (Gaspari et al. 2013). Therefore, we distinguish between hot
and cold gas and estimate the accretion rate separately for both gas
phases. This allows us to use different boost factors for hot and cold
gas and thus, to account for both observed accretion modes.

The outline of this paper is as follows: in Section 2 we describe
our BH model. The set-up of the cosmological simulations is pre-
sented in Section 3. In Section 4, adopting different models for BH
accretion and AGN feedback, we show the results for our simula-
tions, in particular the evolution of the BH mass, the stellar mass
and the star formation rate. In Section 5, we discuss the radiative
efficiency in the radio-mode and its influence on to the AGN lumi-
nosity functions. Furthermore, we compare our results with other
cosmological simulations. Finally, in Section 6, we summarize our
main results.

2 TH E O R E T I C A L M O D E L

2.1 BH accretion

The Bondi model is commonly used in simulations to estimate the
BH accretion rate. The Bondi accretion rate ṀB (Bondi 1952; Shima
et al. 1985) is given byQ6

ṀB = 4πG2M2
•ρ∞

(v2 + c2
s )3/2

, (1)

where M• is the BH mass, ρ is the density, cs is the sound speed of
the accreted gas and v is the velocity of the gas relative to that of
the BH. Since Bondi (1952) assumed an isotropic and isothermal
sphere of gas for his estimation, it is not straightforward to adopt this
Bondi accretion model for hydrodynamic, cosmological simulations
aiming to follow a self-consistent accretion history of BHs. For the
implementations based on Springel et al. (2005), the accretion rate
of the BH is estimated by

ṀB = 4παG2M2
• ⟨ρ⟩

(⟨cs⟩2 + ⟨v⟩2)3/2
, (2)

where ⟨ρ⟩, ⟨v⟩ and ⟨cs⟩ are computed using kernel-weighted
smoothed particle hydrodynamics (SPH) estimations. Due to lim-
ited numerical resolution in such simulations, the original equa-
tion (1) is multiplied by a boost factor α, which in Springel et al.
(2005) is set to a value of α = 100. Note that the SPH estimates also
depend on the type of SPH kernel and the number of neighbours. To
make this estimation less sensitive to the actual structure of the mul-
tiphase media in the vicinity of the BH and therefore the algorithm
less dependent on resolution and on the actual choice of numerical
parameters for the kernel-weighted interpolation, Choi et al. (2012)
suggested to use a different way of building the averages:

ṀB =
〈

4παG2M2
•ρ

(c2
s + v2)3/2

〉
. (3)

Still, choosing the correct value for the boost factor α is not trivial.
Since due to the limited resolution the density in the not resolved
vicinity of BHs is large, it will be underestimated and – in turn –
the temperature (and thus the sound speed) will be overestimated.
Following this argument, Booth & Schaye (2009) parametrize α,
which is chosen to be α = 1 as long as the density is below the
critical value where one can assume the gas to be in the hot phase.
For larger densities, when gas is accreted mainly in a cold phase,
α increases with density. Alternatively, Vogelsberger et al. (2013)
have presented a recipe for modelling α based on the equilibrium
between cooling losses and AGN feedback. However, both models
do not directly account for the different accretion modes of hot

and cold gas phase, where cold gas usually is accreted in turbulent
streams, whereas hot gas indeed can be assumed to be isotropic and
isothermal.

In our model, we use a sixth-order Wendland kernel (Dehnen &
Aly 2012) with 295 neighbours, building the mean values according
to equation (2) and directly distinguishing between the accretion
of hot and cold gas. In this way, we can safely use the original
estimate of building the averages, which has the advantage to be
more sensitive to density structures close to the BH. In general, we
assume that hot gas has temperatures above T ≈ 106 K, whereas cold
gas has temperatures below T ≈ 105 K (Gaspari et al. 2013). Since
we do not account for a third warm phase, we choose T = 5 × 105 K
as threshold between hot and cold gas. In contrast to Pelupessy
et al. (2007), who use the molecular fraction of the gas for star-
forming particles from the multiphase model (Springel & Hernquist
2003) to account for cold gas accretion, we also assign gas with a
temperature below our threshold in addition to the star-forming gas
to the cold phase. For both gas phases, the accretion rate is calculated
separately according to equation (2), but with different values for α

according to the result by Gaspari et al. (2013), who argue that due
to turbulence the assumptions of the Bondi model are not fulfilled
for the cold gas. When they include cooling and turbulence in their
simulation, they find an accretion rate which is around 100 times
larger than the Bondi accretion rate. Interestingly, this is the same
value which is used as boost factor α in the original model from
Springel et al. (2005). But for adiabatic accretion, the difference,
Gaspari et al. (2013) find, is about one order of magnitude smaller.
Hence, we use α = 10 for hot gas and α = 100 for cold gas.

Furthermore, the BH accretion rate Ṁ• is limited to the Eddington
accretion rate

ṀEdd = 4πGM•mp

ηEddσTc
, (4)

where mp is the proton mass, σ T the Thompson scattering cross-
section and ηEdd the feedback efficiency if the BH would accrete
with ṀEdd. Then the accretion rate is given by

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads to a faster
BH growth in the quasar-mode, because when calculating the mean
value of the sound speed ⟨cs⟩ and the gas velocity ⟨v⟩ only for cold
gas, the accretion rate estimated with equation (2) is higher than
calculating the mean values of both cold and hot gas together. This
solves the well-known problem of too low gas accretion, which
was addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al. 2012),
which is not needed in our simulations.

2.2 AGN feedback

In the commonly used BH model by Springel et al. (2005), the
feedback energy per unit time is calculated as

Ė = ϵfϵrṀ•c
2, (6)

where ϵf is the efficiency with which the energy radiated from the
BH is coupled to the ISM (Springel et al. 2005; Booth & Schaye
2009) and ϵr is the radiative efficiency.

The original model as used in Hirschmann et al. (2014) is sim-
plified, since it uses a constant radiative efficiency and thus does
not allow for a smooth transition between quasar- and radio-mode.
Furthermore, it neglects mechanical feedback, which was already
implemented in other simulations as AGN-driven winds (i.e. Choi

constant

variable

variable
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simulations from Pelupessy et al. (2007). Here, for
the star forming particles, the accreation of the frac-
tion of the mollecular gas was evaluated seperately
without any boost factor, assuming the temperature
according to the underlying multi-phase model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Finally, in section 6, we summarize our
main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2

•⇢1
(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
s

is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
(hcsi2 + hvi2)3/2

, (2)

where h⇢i, hvi and hc
s

i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in
such simulations, the original equation (1) is multiplied by
a bost factor ↵, which in Springel et al. (2005) is set to a

value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
4⇡↵G2M2

•⇢

(c2s + v2)3/2

�
. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase,
we choose T = 5 · 105K as threshold between hot and cold
gas. In contrast to Pelupessy et al. (2007), who use
the molecular fraction of the gas for star-forming
particles from the multi-phase model (Springel &
Hernquist 2003) to account for cold gas accreation,
we assign also gas with a temperature below our
threshold in addition to the star forming gas to the
cold phase. For both gas phases the accretion rate is calcu-
lated separately according to equation 2, but with di↵erent
values for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)

where mp is the proton mass, �T the Thompson scattering
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Table 1. Overview of the two simulation runs which are analysed in this study.

Name Box size Resolution
level

Initial particle
number

m(dm) m(gas) m(stars) Softening length
(dm,gas,stars)

[Mpc/h] [M⊙/h] [M⊙/h] [M⊙/h] [kpc/h]

500Mpc/hr 352 hr 2× 1, 5643 6.9× 108 1.4× 108 3.5× 107 3.75, 3.75, 2.0
68Mpc/uhr 48 uhr 2× 5763 3.6× 107 7.3× 106 1.8× 106 1.4, 1.4, 0.7

Figure 1. Histogram of the distances of the black holes to their
halo potential minimum in the 500Mpc/hr simulation. All BHs
are maximal 2 kpc away from the potential minium which is rea-
sonable given a softening length of 5.2 kpc in this run.

cooling of hot gas and are embedded in the hot gas phase
assuming pressure equilibrium whenever gas particles
are above a given threshold density. The hot gas within
the multiphase model is heated by supernovae and can
evaporate the cold clouds. A certain fraction of massive
stars (10 per cent) is assumed to explode as supernovae
type II (SNII). The released energy by SNII (1051 erg) is
modelled to trigger galactic winds with a mass loading rate
being proportional to the star formation rate (SFR) to
obtain a resulting wind velocity of vwind = 350 km/s.

Our simulations also include a detailed model of chem-
ical evolution according to Tornatore et al. (2007). Met-
als are produced by SNII, by supernovae type Ia (SNIa)
and by intermediate and low-mass stars in the asymp-
totic giant branch (AGB). Metals and energy are released
by stars of different mass to properly account for mass-
dependent life-times (with a lifetime function according
to Padovani & Matteucci 1993), the metallicity-dependent
stellar yields by Woosley & Weaver (1995) for SNII, the
yields by van den Hoek & Groenewegen (1997) for AGB
stars and the yields by Thielemann et al. (2003) for SNIa.
Stars of different mass are initially distributed according to
a Chabrier initial mass function (IMF; Chabrier 2003).

2.2 The BH growth model

Most importantly, our simulations also include a pre-
scription for BH growth and for a feedback from active
galactic nuclei (AGN) based on the model presented in
Springel et al. (2005b) and Di Matteo et al. (2005) includ-
ing the same modifications as in the study of Fabjan et al.
(2010) and some new, minor changes for BH seeding and
BH “pinning” which are explained in later in this section.

As for star formation, the accretion onto BHs and the
associated feedback adopts a sub-resolution model. BHs are
represented by collision-less “sink particles” that can grow
in mass by accreting gas from their environments, or by
merging with other BHs.

The gas accretion rate Ṁ• is estimated by using the
Bondi-Hoyle-Lyttleton approximation (Hoyle & Lyttleton
1939; Bondi & Hoyle 1944; Bondi 1952):

Ṁ• =
4πG2M2

•αρ
(c2s + v2)3/2

, (1)

where ρ and cs are the density and the sound speed of the
surrounding (ISM) gas, respectively, v is the velocity of the
black hole relative to the surrounding gas and α is a boost
factor for the density and the sound speed which typically
is set to 100 as in most related works (unless a more de-
tailed description as introduced in Booth & Schaye (2009)
is used) and accounts for the fact that in cosmological sim-
ulations we can not resolve the intra-cluster medium (ICM)
properties within the vicinity of the BH. The BH accretion
is always limited to the Eddington rate (maximum possi-
ble accretion for balance between inwards directed grav-
itational force and outwards directed radiation pressure):
Ṁ• = min(Ṁ•, Ṁedd). Note that the detailed accretion flows
onto the BHs are unresolved, we can only capture BH growth
due to the larger scale gas distribution, which is resolved.

Once the accretion rate is computed for each black hole
particle the mass continuously grows. To model the loss of
this accreted gas from the gas particles, a stochastic criterion
is used to select the surrounding gas particles to be accreted.
Unlike in Springel et al. (2005b), in which a selected gas
particle contributes to accretion with all its mass, we include
the possibility for a gas particle to accrete only with a slice
of its mass, which corresponds to 1/4 of its original mass.
This way, each gas particle can contribute with up to four
generations of BH accretion events, thus providing a more
continuous description of the accretion process.

The total released energy Ė is related to the BH accre-
tion rate by

Ė = ϵrṀ•c
2, (2)

where ϵr is the radiative efficiency, for which we adopt a
fixed value of 0.2. Here we are using a slightly larger value
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Hernquist (2003) was implemented in the simulations from
Pelupessy et al. (2007). In their study, the molecular gas of
the star forming particles was evaluated from a multi-phase
model, in which the accretion of this cold gas was evaluated
separately without any boost factor, assuming the corre-
sponding temperature as fixed in the underlying multi-phase
model.

A black hole mainly grows in the quasar-mode, where
cold gas forms an accretion disc around the black hole which
leads to higher accretion rates. During that period, black
holes grow until the AGN feedback and gas cooling are in
equilibrium. At that point, they reach the M•-� relation
(Churazov et al. 2005) and thus, the M•-M⇤ relation. Conse-
quently, the accretion rate drops until the black hole crosses
the threshold towards the radio-mode. As reviewed by sev-
eral authors (e.g. Yuan & Narayan 2014, Heckman & Best
2014), the accretion in the radio-mode, sometimes also called
jet-mode, can be described with ADAFs containing hot gas
(Yuan et al. 2009). Alternatively, the accretion of hot adia-
batic gas can be described with the Bondi model (Gaspari
et al. 2013). Therefore, we distinguish between hot and cold
gas and estimate the accretion rate separately for both gas
phases. This allows us to use di↵erent boost factors for hot
and cold gas and thus, to account for both observed accre-
tion modes.

The outline of this paper is as follows: in section 2 we
describe our black hole model. The set-up of the cosmo-
logical simulations is presented in section 3. In section 4,
adopting di↵erent models for black hole accretion and AGN
feedback, we show the results for our simulations, in particu-
lar the evolution of the black hole mass, the stellar mass and
the star formation rate. In section 5 we discuss the radiative
e�ciency in the radio-mode and its influence onto the AGN
luminosity functions. Furthermore, we compare our results
with other cosmological simulations. Finally, in section 6, we
summarize our main results.

2 THEORETICAL MODEL

2.1 Black hole accretion

The Bondi model is commonly used in simulations to esti-
mate the black hole accretion rate. The Bondi accretion rate
ṀB (Bondi 1952, Shima et al. 1985) is given by

ṀB =
4⇡G2M2

•⇢1
(v2 + c2s )3/2

, (1)

where M• is the black hole mass, ⇢ is the density, c
s

is
the sound speed of the accreted gas and v is the velocity
of the gas relative to that of the black hole. Since Bondi
(1952) assumed an isotropic and isothermal sphere of gas
for his estimation, it is not straight forward to adopt this
Bondi accretion model for hydrodynamic, cosmological sim-
ulations aiming to follow a self consistent accretion history
of black holes. For the implementations based on Springel
et al. (2005), the accretion rate of the black hole is estimated
by

ṀB =
4⇡↵G2M2

• h⇢i
(hcsi2 + hvi2)3/2

, (2)

where h⇢i, hvi and hc
s

i are computed using kernel weighted
SPH estimations. Due to limited numerical resolution in

such simulations, the original equation (1) is multiplied by
a boost factor ↵, which in Springel et al. (2005) is set to a
value of ↵ = 100. Note that the SPH estimates also depend
on the type of SPH kernel and the number of neighbours.
To make this estimation less sensitive to the actual struc-
ture of the multi phase media in the vicinity of the black
hole and therefore the algorithm less dependent on resolu-
tion and on the actual choice of numerical parameters for the
kernel weighted interpolation, Choi et al. (2012) suggested
to use a di↵erent way of building the averages:

ṀB =

⌧
4⇡↵G2M2

•⇢

(c2s + v2)3/2

�
. (3)

Still, choosing the correct value for the boost factor ↵ is
not trivial. Since due to the limited resolution the density
in the not resolved vicinity of black holes is large, it will be
underestimated and – in turn – the temperature (and thus
the sound speed) will be overestimated. Following this argu-
ment, Booth & Schaye (2009) parametrize ↵, which is chosen
to be ↵ = 1 as long as the density is below the critical value
where one can assume the gas to be in the hot phase. For
larger densities, when gas is accreted mainly in a cold phase,
↵ increases with density. Alternatively, Vogelsberger et al.
(2013) have presented a recipe for modelling ↵ based on the
equilibrium between cooling losses and AGN feedback. How-
ever, both models do not directly account for the di↵erent
accretion modes of hot and cold gas phase, where cold gas
usually is accreted in turbulent streams, whereas hot gas
indeed can be assumed to be isotropic and isothermal.

In our model, we use a sixth-order Wendland kernel
(Dehnen & Aly 2012) with 295 neighbours, building the
mean values according to equation (2) and directly distin-
guishing between the accretion of hot and cold gas. In this
way, we can safely use the original estimate of building the
averages, which has the advantage to be more sensitive to
density structures close to the black hole. In general, we as-
sume hot gas has temperatures above T ⇡ 106K, whereas
cold gas has temperatures below T ⇡ 105K (Gaspari et al.
2013). Since we do not account for a third warm phase, we
choose T = 5 · 105K as threshold between hot and cold gas.
In contrast to Pelupessy et al. (2007), who use the molecular
fraction of the gas for star-forming particles from the multi-
phase model (Springel & Hernquist 2003) to account for cold
gas accretion, we also assign gas with a temperature below
our threshold in addition to the star forming gas to the cold
phase. For both gas phases the accretion rate is calculated
separately according to equation 2, but with di↵erent val-
ues for ↵ according to the result by Gaspari et al. (2013),
who argue that due to turbulence the assumptions of the
Bondi model are not fulfilled for the cold gas. When they
include cooling and turbulence in their simulation, they find
an accretion rate which is around 100 times larger than the
Bondi accretion rate. Interestingly, this is the same value
which is used as boost factor ↵ in the original model from
Springel et al. (2005). But for adiabatic accretion, the dif-
ference, Gaspari et al. (2013) find, is about one order of
magnitude smaller. Hence, we use ↵ = 10 for hot gas and
↵ = 100 for cold gas.

Furthermore, the black hole accretion rate Ṁ• is limited
to the Eddington accretion rate

ṀEdd =
4⇡GM•mp

⌘Edd�Tc
, (4)
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model (Gaspari et al. 2013). Therefore, we distinguish between hot
and cold gas and estimate the accretion rate separately for both gas
phases. This allows us to use different boost factors for hot and cold
gas and thus, to account for both observed accretion modes.

The outline of this paper is as follows: in Section 2 we describe
our BH model. The set-up of the cosmological simulations is pre-
sented in Section 3. In Section 4, adopting different models for BH
accretion and AGN feedback, we show the results for our simula-
tions, in particular the evolution of the BH mass, the stellar mass
and the star formation rate. In Section 5, we discuss the radiative
efficiency in the radio-mode and its influence on to the AGN lumi-
nosity functions. Furthermore, we compare our results with other
cosmological simulations. Finally, in Section 6, we summarize our
main results.

2 TH E O R E T I C A L M O D E L

2.1 BH accretion

The Bondi model is commonly used in simulations to estimate the
BH accretion rate. The Bondi accretion rate ṀB (Bondi 1952; Shima
et al. 1985) is given byQ6

ṀB = 4πG2M2
•ρ∞

(v2 + c2
s )3/2

, (1)

where M• is the BH mass, ρ is the density, cs is the sound speed of
the accreted gas and v is the velocity of the gas relative to that of
the BH. Since Bondi (1952) assumed an isotropic and isothermal
sphere of gas for his estimation, it is not straightforward to adopt this
Bondi accretion model for hydrodynamic, cosmological simulations
aiming to follow a self-consistent accretion history of BHs. For the
implementations based on Springel et al. (2005), the accretion rate
of the BH is estimated by

ṀB = 4παG2M2
• ⟨ρ⟩

(⟨cs⟩2 + ⟨v⟩2)3/2
, (2)

where ⟨ρ⟩, ⟨v⟩ and ⟨cs⟩ are computed using kernel-weighted
smoothed particle hydrodynamics (SPH) estimations. Due to lim-
ited numerical resolution in such simulations, the original equa-
tion (1) is multiplied by a boost factor α, which in Springel et al.
(2005) is set to a value of α = 100. Note that the SPH estimates also
depend on the type of SPH kernel and the number of neighbours. To
make this estimation less sensitive to the actual structure of the mul-
tiphase media in the vicinity of the BH and therefore the algorithm
less dependent on resolution and on the actual choice of numerical
parameters for the kernel-weighted interpolation, Choi et al. (2012)
suggested to use a different way of building the averages:

ṀB =
〈

4παG2M2
•ρ

(c2
s + v2)3/2

〉
. (3)

Still, choosing the correct value for the boost factor α is not trivial.
Since due to the limited resolution the density in the not resolved
vicinity of BHs is large, it will be underestimated and – in turn –
the temperature (and thus the sound speed) will be overestimated.
Following this argument, Booth & Schaye (2009) parametrize α,
which is chosen to be α = 1 as long as the density is below the
critical value where one can assume the gas to be in the hot phase.
For larger densities, when gas is accreted mainly in a cold phase,
α increases with density. Alternatively, Vogelsberger et al. (2013)
have presented a recipe for modelling α based on the equilibrium
between cooling losses and AGN feedback. However, both models
do not directly account for the different accretion modes of hot

and cold gas phase, where cold gas usually is accreted in turbulent
streams, whereas hot gas indeed can be assumed to be isotropic and
isothermal.

In our model, we use a sixth-order Wendland kernel (Dehnen &
Aly 2012) with 295 neighbours, building the mean values according
to equation (2) and directly distinguishing between the accretion
of hot and cold gas. In this way, we can safely use the original
estimate of building the averages, which has the advantage to be
more sensitive to density structures close to the BH. In general, we
assume that hot gas has temperatures above T ≈ 106 K, whereas cold
gas has temperatures below T ≈ 105 K (Gaspari et al. 2013). Since
we do not account for a third warm phase, we choose T = 5 × 105 K
as threshold between hot and cold gas. In contrast to Pelupessy
et al. (2007), who use the molecular fraction of the gas for star-
forming particles from the multiphase model (Springel & Hernquist
2003) to account for cold gas accretion, we also assign gas with a
temperature below our threshold in addition to the star-forming gas
to the cold phase. For both gas phases, the accretion rate is calculated
separately according to equation (2), but with different values for α

according to the result by Gaspari et al. (2013), who argue that due
to turbulence the assumptions of the Bondi model are not fulfilled
for the cold gas. When they include cooling and turbulence in their
simulation, they find an accretion rate which is around 100 times
larger than the Bondi accretion rate. Interestingly, this is the same
value which is used as boost factor α in the original model from
Springel et al. (2005). But for adiabatic accretion, the difference,
Gaspari et al. (2013) find, is about one order of magnitude smaller.
Hence, we use α = 10 for hot gas and α = 100 for cold gas.

Furthermore, the BH accretion rate Ṁ• is limited to the Eddington
accretion rate

ṀEdd = 4πGM•mp

ηEddσTc
, (4)

where mp is the proton mass, σ T the Thompson scattering cross-
section and ηEdd the feedback efficiency if the BH would accrete
with ṀEdd. Then the accretion rate is given by

Ṁ• = min(ṀB,hot + ṀB,cold, ṀEdd). (5)

The distinction between hot and cold gas accretion leads to a faster
BH growth in the quasar-mode, because when calculating the mean
value of the sound speed ⟨cs⟩ and the gas velocity ⟨v⟩ only for cold
gas, the accretion rate estimated with equation (2) is higher than
calculating the mean values of both cold and hot gas together. This
solves the well-known problem of too low gas accretion, which
was addressed in other simulations by increasing the maximum
accretion rate to a few times ṀEdd (e.g. Di Matteo et al. 2012),
which is not needed in our simulations.

2.2 AGN feedback

In the commonly used BH model by Springel et al. (2005), the
feedback energy per unit time is calculated as

Ė = ϵfϵrṀ•c
2, (6)

where ϵf is the efficiency with which the energy radiated from the
BH is coupled to the ISM (Springel et al. 2005; Booth & Schaye
2009) and ϵr is the radiative efficiency.

The original model as used in Hirschmann et al. (2014) is sim-
plified, since it uses a constant radiative efficiency and thus does
not allow for a smooth transition between quasar- and radio-mode.
Furthermore, it neglects mechanical feedback, which was already
implemented in other simulations as AGN-driven winds (i.e. Choi
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ject reaches5 the M•-M⇤ relation after 2.29 Gyr. This trend
is also visible in Fig. 6, which shows the M•-M⇤ relation
at di↵erent redshifts, in particular when looking at the data
points corresponding to the lowest stellar masses. The figure
will be discussed later in more detail. Hence, we suspect that
the black hole mass at the threshold between the two phases
– namely when the M•-M⇤ relation is reached – depends on
the seeding redshift. We suggest, that these di↵erences might
be a consequence of the star formation rate, which decreases
with time (see section 4.3).

Furthermore, since black holes are seeded upon a cer-
tain galaxy mass, they are seeded earlier in a dense envi-
ronment and can thus become more massive. We plan to
study the evolution of black holes and their host galaxies in
a forthcoming study in more detail, performing a simulation
with resolution high enough to resolve the internal struc-
ture of galaxies. In particular, we are interested in the e↵ect
of merger events on black hole growth and star formation,
because the black hole and stellar masses in Fig. 4 seem
to grow mainly in steps after reaching the M•-M⇤ relation.
These steps also explain the scatter around the M•-M⇤ rela-
tion in our simulations. It furthermore indicates, that black
hole growth and star formation are both triggered by merger
events. However, for this study it is more important to in-
crease the box size instead of the resolution, in particular to
extend our simulation results towards more massive galaxies
and black holes.

4.1.2 Evolution of the black hole mass function

Fig. 5 shows the black hole mass function of both the fiducial
and the NFAM 182Mpc/hr run. We compare our simulations
to observed black hole mass functions of the local universe by
Marconi et al. (2004), Shankar et al. (2004), Shankar et al.
(2009) and Shankar (2013). We would like to remark that
the uncertainties in these relations are large, in particular
because the black hole masses are estimated using di↵erent
scaling relations as recently discussed by Shankar (2013) and
therefore, we also show the black hole mass functions derived
from the best fit velocity dispersion function and stellar mass
function from Bernardi et al. (2010) using di↵erent scaling
relations, i.e. from McConnell & Ma 2013 (dotted grey lines)
and Kormendy & Ho 2013 (dashed grey lines). Since the
high mass end of all of these curves is lower than in Shankar
(2013), we take – following their discussion – the two data
points at the high mass end of Shankar (2013) as upper
limits. One should also keep in mind that as discussed in
Tundo et al. (2007), the di↵erent black hole scaling relations
are not necessarily consistent with each other or with the
M•-M⇤ relation from McConnell & Ma (2013), which we use
in this work to calibrate the value of the free parameter ✏

f

.
The uncertainties in the scaling relations are also reviewed
and discussed in Kormendy & Ho 2013.

The high mass end of the fiducial simulation is just
in agreement with the upper limits of Shankar (2013), but
the NFAM simulation matches previously published black
hole mass functions much better, because the new accretion
and feedback models suppress the growth of massive black

5 We excluded the outlier (black diamond on the left with M• ⇡
2 · 108M⇤).

Figure 5. Black hole mass function of the fiducial (dashed
coloured lines) and the NFAM (solid coloured lines) 182Mpc/hr
simulation at di↵erent redshifts. For comparison we show obser-
vations from Marconi et al. 2004 (black solid line), Shankar et al.
2004 (black diamonds and lines with grey shaded areas), Shankar
et al. 2009 (dark grey shaded area) and Shankar 2013 (black dots).
To show the uncertainties in deriving black hole mass functions
from observations, we show as dotted and dashed grey curves
the black hole mass functions derived from the best fit velocity
dispersion function and stellar mass function from Bernardi et al.
(2010) using di↵erent scaling relations, i.e. from McConnell & Ma
2013 (MM) and Kormendy & Ho 2013 (KK).

holes more e�ciently. As already shown in Fig. 3, the smaller
masses of the most massive black holes are mainly caused
by the new feedback scheme, where the mass dependency of
the radiative e�ciency for the model is taken from Davis &
Laor (2011), which is quite similar to the results presented
in Trakhtenbrot (2014). From a theoretical point of view,
this relation is motivated by the fact that the spin of the
black hole should increase with mass. However, the slope of
this relation might actually be flatter than in Davis & Laor
(2011) due to selection e↵ects (see discussion in Raimundo
et al. 2012 and Laor & Davis 2011). Thus, the massive end of
the black hole mass function of the NFAM simulation could
be a lower limit. Furthermore, we already mentioned that
it is uncertain whether in general the normalization of the
M•-M⇤ relation could be larger than in McConnell & Ma
(2013).

For less massive galaxies, the e↵ects of the seeding be-
come dominant which cause the deviation from the observed
black hole mass function at small masses. However, espe-
cially at low masses, observations are uncertain and only
give an upper limit (Shankar 2013), in particular because
pseudo-bulges do probably not follow the observed scaling
relations like the M• � � relation or the M•-M⇤ relation as
reviewed by Kormendy & Ho (2013).

4.1.3 Evolution of the black hole-galaxy mass scaling

relations

Fig. 6 shows the relation between the black hole mass and
the stellar mass of the host galaxy for our NFAM 182Mpc/hr
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Figure 6. Evolution of the relation between the black hole mass
and the host galaxy stellar mass for the NFAM 182Mpc/hr run
(red dots). The dashed lines are fits for both 182Mpc/hr runs
including all black holes with masses larger than 5 · 107M� and
stellar masses with masses smaller than 1012M� to exclude clus-
ters. The light grey shaded area marks the corresponding 1�-error
of the NFAM run. The black line with the dark grey shaded area
represents the fit through the observations from McConnell &
Ma (2013) with the 1�-error. The dotted and dotted-dashed lines
show the results from other simulations, i.e. from Sijacki et al.
(2014) and Khandai et al. (2014).

run at di↵erent redshifts, again in comparison to the obser-
vations by McConnell & Ma (2013) and the simulations from
Sijacki et al. (2014) and Khandai et al. (2014). Again, we
only show black holes with masses above 5 · 107M�. Below
this limit black holes generally grow fast, while M⇤ stays rel-
atively constant until they reach the M•-M⇤ relation. The
reason is the equilibrium between AGN feedback and gas
cooling, when black holes accrete with ṀEdd as described by
Churazov et al. (2005). Afterwards black holes can only grow
along the M•-M⇤ relation together with their host galaxy
through smooth accretion or merging.

In the NFAM run, the M•-M⇤ relation is much earlier
in place than in the original run, namely already at z = 3.
Furthermore, the panels at z = 2 and z = 1 show that in the
fiducial simulation the slope of the M•-M⇤ relation is larger
than at z = 0, where it is in agreement with the observed
M•-M⇤ relation.

In our very massive galaxies (M⇤ ⇡ 1013M�), i.e. the
central galaxies of galaxy clusters, most black holes are ly-
ing slightly below the M•-M⇤ relation. This is most likely
caused by a still too large stellar mass in these very massive
galaxies, also visible in the high mass excess of the stellar
mass function and the still too large baryon conversion e�-
ciency for large haloes as discussed later on. The reason for
the overestimation of stellar masses of cluster galaxies might
be the purely thermal feedback in our model, which fails to
reproduce the mechanical feedback in such massive systems,
visible as large X-ray cavities in observed clusters. Hence, an
implementation of mechanical jets (e.g. Ostriker et al. 2010,

Figure 7. Eddington ratio distributions for the two 182Mpc/hr
simulations at di↵erent redshifts. The black dotted vertical line
marks the threshold between radio-mode and quasar-mode. The
vertical lines in the top show the mean values.

Dubois et al. 2013, Choi et al. 2014) might play an important
role for future simulations, in which both the resolution and
the size of the cosmological boxes will get larger and larger.
Furthermore, in our analysis we do not distinguish between
the stars belonging to the central galaxy and the ones which
would be related to the intra cluster light (ICL), which can
be substantial for such massive systems. It is also possi-
ble that some merging systems are identified as one galaxy.
Thus, the predicted stellar mass for cluster galaxies might
actually be slightly larger than in observations.

For comparison, Fig. 6 also includes the fit to the data
points of the fiducial model, where black holes in galaxy clus-
ters are substantially more massive compared to the stellar
mass, especially at redshifts around z = 1. Although the fit
at z = 0 is in agreement with the fit from McConnell & Ma
(2013), it is evident from the black hole mass function that
the black hole masses are too large at the high-mass end
implying that the galaxy stellar masses must be too large
(compensating for the large black hole masses) which will
be investigated in more detail in section 4.2.

4.1.4 Eddington ratio distribution

The modifications in our NFAM simulations are also ex-
pected to significantly a↵ect the Eddington ratios of the
black holes. Therefore, in Fig. 7 we present the Eddington ra-
tio distributions of both 182Mpc/hr simulations at di↵erent
redshifts. The black dotted vertical line shows the thresh-
old between radio-mode and quasar-mode and the vertical
lines in the top mark the mean values. For redshifts below
z = 3 the Eddington ratios are clearly smaller in the NFAM
run than in the fiducial simulation. For higher redshifts the
Eddington ratios in the NFAM run are larger than in the
fiducial simulation. We suggest that the wide range of values
for the feedback e�ciency leads to broader distributions. Es-
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Figure 6. Evolution of the relation between the black hole mass
and the host galaxy stellar mass for the NFAM 182Mpc/hr run
(red dots). The dashed lines are fits for both 182Mpc/hr runs
including all black holes with masses larger than 5 · 107M� and
stellar masses with masses smaller than 1012M� to exclude clus-
ters. The light grey shaded area marks the corresponding 1�-error
of the NFAM run. The black line with the dark grey shaded area
represents the fit through the observations from McConnell &
Ma (2013) with the 1�-error. The dotted and dotted-dashed lines
show the results from other simulations, i.e. from Sijacki et al.
(2014) and Khandai et al. (2014).

run at di↵erent redshifts, again in comparison to the obser-
vations by McConnell & Ma (2013) and the simulations from
Sijacki et al. (2014) and Khandai et al. (2014). Again, we
only show black holes with masses above 5 · 107M�. Below
this limit black holes generally grow fast, while M⇤ stays rel-
atively constant until they reach the M•-M⇤ relation. The
reason is the equilibrium between AGN feedback and gas
cooling, when black holes accrete with ṀEdd as described by
Churazov et al. (2005). Afterwards black holes can only grow
along the M•-M⇤ relation together with their host galaxy
through smooth accretion or merging.

In the NFAM run, the M•-M⇤ relation is much earlier
in place than in the original run, namely already at z = 3.
Furthermore, the panels at z = 2 and z = 1 show that in the
fiducial simulation the slope of the M•-M⇤ relation is larger
than at z = 0, where it is in agreement with the observed
M•-M⇤ relation.

In our very massive galaxies (M⇤ ⇡ 1013M�), i.e. the
central galaxies of galaxy clusters, most black holes are ly-
ing slightly below the M•-M⇤ relation. This is most likely
caused by a still too large stellar mass in these very massive
galaxies, also visible in the high mass excess of the stellar
mass function and the still too large baryon conversion e�-
ciency for large haloes as discussed later on. The reason for
the overestimation of stellar masses of cluster galaxies might
be the purely thermal feedback in our model, which fails to
reproduce the mechanical feedback in such massive systems,
visible as large X-ray cavities in observed clusters. Hence, an
implementation of mechanical jets (e.g. Ostriker et al. 2010,

Figure 7. Eddington ratio distributions for the two 182Mpc/hr
simulations at di↵erent redshifts. The black dotted vertical line
marks the threshold between radio-mode and quasar-mode. The
vertical lines in the top show the mean values.

Dubois et al. 2013, Choi et al. 2014) might play an important
role for future simulations, in which both the resolution and
the size of the cosmological boxes will get larger and larger.
Furthermore, in our analysis we do not distinguish between
the stars belonging to the central galaxy and the ones which
would be related to the intra cluster light (ICL), which can
be substantial for such massive systems. It is also possi-
ble that some merging systems are identified as one galaxy.
Thus, the predicted stellar mass for cluster galaxies might
actually be slightly larger than in observations.

For comparison, Fig. 6 also includes the fit to the data
points of the fiducial model, where black holes in galaxy clus-
ters are substantially more massive compared to the stellar
mass, especially at redshifts around z = 1. Although the fit
at z = 0 is in agreement with the fit from McConnell & Ma
(2013), it is evident from the black hole mass function that
the black hole masses are too large at the high-mass end
implying that the galaxy stellar masses must be too large
(compensating for the large black hole masses) which will
be investigated in more detail in section 4.2.

4.1.4 Eddington ratio distribution

The modifications in our NFAM simulations are also ex-
pected to significantly a↵ect the Eddington ratios of the
black holes. Therefore, in Fig. 7 we present the Eddington ra-
tio distributions of both 182Mpc/hr simulations at di↵erent
redshifts. The black dotted vertical line shows the thresh-
old between radio-mode and quasar-mode and the vertical
lines in the top mark the mean values. For redshifts below
z = 3 the Eddington ratios are clearly smaller in the NFAM
run than in the fiducial simulation. For higher redshifts the
Eddington ratios in the NFAM run are larger than in the
fiducial simulation. We suggest that the wide range of values
for the feedback e�ciency leads to broader distributions. Es-
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Figure 11. Comparison of the star formation rates of all galaxies in the two 182Mpc/hr runs at di↵erent redshifts. The solid lines
represent the observed main sequence of galaxies derived by Steinhardt et al. 2014 (S14), Daddi et al. 2007 (D07) and Elbaz et al. 2007
(E07).
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SUMMARY

• two gas phases,
• two different ways of AGN feedback: radiation and outflow,
• a smooth transition between radio and quasar mode and
• a radiative efficiency, which depends on the BH mass.

www.magneticum.org

We could improve …
• the relation between BH mass and stellar mass
• the black hole mass function
• the amount of quiescent galaxies

Dual and o↵set AGN in a cosmological simulation 7
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Figure 1. ACF of LGs in the redshift range 0.17 < z < 0.34. The
blue line is the total simulated ACF and the red and the green line
show the 1-halo and the 2-halo term, respectively. The error-bars
show the corresponding Poisson errors. We compare our simula-
tion to observations from Miyaji et al. (2011) and Masjedi et al.
(2006), shown as black symbols with error-bars.

1 INTRODUCTION

102K 108K Our simulation has a volume of (500Mpc)3,
which is very large compared to the high resolution. It con-
tains around 10000 AGN with LSXR > 1043erg/s at z = 0.3.

2 GALAXY SAMPLE

In observations, luminous red galaxies (LRGs) are often
cross-correlated with AGN to get better statistics. For this
analysis, we do the same, i.e. we select an LRG sample from
the simulation, which we will later use to cross-correlate
with the simulated AGN. However, we cannot use the same
selection criteria like in observations, because for cosmolog-
ical simulations it is a well known problem that the most
massive galaxies are in general often too blue compared to

? E-mail: steinborn@usm.lmu.de

Figure 2. Mean number of the most massive galaxies in the red-
shift range 0.17 < z < 0.34. The sample was chosen such that the
number density is the same as the observed one from Miyaji et al.
(2011), i.e. 9.6 · 10�5h3Mpc�3. We show the total galaxy sample
(black solid curve), only substructures (black dotted curve) and
central galaxies (black dashed curve), as well as the fits used to
estimate the HOD parameters. The blue line is the best fit to the
linear part for the substructures, i.e. it gives the HOD slope �.
The red curve is the total HOD fit, which we used to estimate
Mmin and �

Mmin
.

observations. To avoid this problem, we do not select only
red galaxies, but all massive galaxies from our simulation.
To mimic an observed LRG sample as good as possible, we
select the most massive galaxies of the simulation down to a
stellar mass threshold, which is chosen such that the num-
ber density equals the observed number density from Miyaji
et al. (2011), i.e. 9.6 · 10�5h3Mpc�3. This is the data we
will later use for a direct comparison between observed and
simulated AGN clustering properties.

In Fig. 15 we show the ACF of our simulated LRG sam-
ple (blue line), split up into 1-halo term (red line) and 2-halo
term (green line). The error-bars show the corresponding
Poisson errors. Down to distances of about 200kpc we are
in very good agreement with the observations from Miyaji
et al. (2011) and Masjedi et al. (2006), which are shown as
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1Universitäts-Sternwarte München, Scheinerstr.1, D-81679 München, Germany

Received in original form 2015 Oktober 1st

ABSTRACT

Key words: black hole physics, methods: numerical, galaxies: active, galaxies: evo-
lution, galaxies: nuclei, quasars: supermassive black holes

Figure 1. ACF of LGs in the redshift range 0.17 < z < 0.34. The
blue line is the total simulated ACF and the red and the green line
show the 1-halo and the 2-halo term, respectively. The error-bars
show the corresponding Poisson errors. We compare our simula-
tion to observations from ? and ?, shown as black symbols with
error-bars.

1 INTRODUCTION

0Gyr 3.2Gyr Our simulation has a volume of (500Mpc)3,
which is very large compared to the high resolution. It con-
tains around 10000 AGN with LSXR > 1043erg/s at z = 0.3.

2 GALAXY SAMPLE

In observations, luminous red galaxies (LRGs) are often
cross-correlated with AGN to get better statistics. For this
analysis, we do the same, i.e. we select an LRG sample from
the simulation, which we will later use to cross-correlate
with the simulated AGN. However, we cannot use the same
selection criteria like in observations, because for cosmolog-
ical simulations it is a well known problem that the most
massive galaxies are in general often too blue compared to

? E-mail: steinborn@usm.lmu.de

Figure 2. Mean number of the most massive galaxies in the
redshift range 0.17 < z < 0.34. The sample was chosen such
that the number density is the same as the observed one from ?,
i.e. 9.6 · 10�5h3Mpc�3. We show the total galaxy sample (black
solid curve), only substructures (black dotted curve) and central
galaxies (black dashed curve), as well as the fits used to estimate
the HOD parameters. The blue line is the best fit to the linear
part for the substructures, i.e. it gives the HOD slope �. The red
curve is the total HOD fit, which we used to estimate Mmin and
�

Mmin
.

observations. To avoid this problem, we do not select only
red galaxies, but all massive galaxies from our simulation.
To mimic an observed LRG sample as good as possible, we
select the most massive galaxies of the simulation down to a
stellar mass threshold, which is chosen such that the num-
ber density equals the observed number density from ?, i.e.
9.6 · 10�5h3Mpc�3. This is the data we will later use for
a direct comparison between observed and simulated AGN
clustering properties.

In Fig. 1 we show the ACF of our simulated LRG sample
(blue line), split up into 1-halo term (red line) and 2-halo
term (green line). The error-bars show the corresponding
Poisson errors. Down to distances of about 200kpc we are
in very good agreement with the observations from ? and
?, which are shown as black symbols with error-bars. For

c� 2015 The Authors

Figure 4. The large panel in the middle shows a visualization of our cosmological simulation. The red, blue and green circles mark the
positions of all dual AGN pairs, o↵set AGN and BH pairs without AGN, respectively. Exemplarily, we show the large-scale environment,
i.e. a box of 10 Mpc/h length around the host galaxy of one dual AGN pair, one o↵set AGN and one BH pair without AGN. The positions
of these boxes are also marked in the large picture. We remark that the box is so large that structures are often not visible because they
are overlaid by something else. Furthermore, we show a few examples of the host galaxies of the dual AGN (left images), o↵set AGN
(right images) and BH pairs without AGN (images in the middle bottom), where we always show a box with a length of 50 kpc/h. The
IDs of the BH pairs are the same as in Table 1 and 2 and the numbering continues to BH pairs without AGN (IDs 24-34). The colour
bars are the same for all pictures, where the upper colour bar represents the age of the stars (from old to young in logarithmic scale of
the cosmic age a, converted to the stellar age) and the lower one the gas temperature (from cold to hot in logarithmic scale).
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Largest scales: 
AGN are not 
distributed 
randomly!
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trigger 

mechanisms! 

Smallest scales: 
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Larger volumes and higher resolutions require a more detailed BH model!
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